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1
Introduction

We have discussed inter-system HO forwarding at the July NR AH in R3-184063 and tried to established principles based on inter-system handover, i.e. following a concept where data forwarding tunnels are established end-to-end between source and target RAN node. 

This document continues the discussions, the status of discussions was captured in R3-184272.

2
Discussion

Let's start by looking at the overall system architecture for inter-working between EPS and 5GS via N26:
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Figure: System architecture, N26 based inter-system interworking.

The status of discussions captured in R3-184272 the following two concepts:

solution 2: E-RAB level data forwarding tunnels between eNB and the serving UPF, interworking at UPF in order to transform the E-RAB level tunnels to one or more PDU session tunnels.

solution 3: end-to-end E-RAB level data forwarding tunnels between source and target RAN node, hence no interworking at UPF

The interworking necessary may be depicted in the following way:
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Figure: interworking between different kinds of forwarding tunnels for Solution 2 at UPF

This obvious difference does not mean that interworking/transformation would not be needed at all, the NG-RAN node (both, in source and target node role) would need to perform an equivalent task, however, the difference is, that this interworking/transformation would happen in the same node that controls that interworking process. It would be the NG-RAN node that instructs the UPF (via the SMF) how to perform mapping of data from E-RAB to PDU session tunnels and vice versa, while for solution 3, control and execution of this task is done in the same node. Distributed systems are always more complicated to design and to operate, we have seen discussions on how to handle end-markers that such approach would come with a cost.

We have also seen, that the freedom on how assign QoS flows to DRBs is a bit limited with solution 3, as the UPF, if it is designed in a truly transparent fashion, would not assign NG-U headers to the incoming PDCP SDUs. So, DRB assignment could only happen (for those QoS flows mapped to E-RABs assigned for data forwarding) on an E-RAB level granularity. However, we do not think that this is such a drawback, as inter-system handover would anyhow work along the pre-defined mapping between E-RABs and QoS flows. The additional burden of designing/operating a distributed system would not justify an approach that would allow the most generic QoS flow to DRB assignment. And the QoS flow to DRB mapping can be changed in any case any time after the inter-system HO towards 5G.

Overall, we propose to follow Solution 3, i.e. design inter-system HO data forwarding with E-RAB data forwarding tunnels established between the involved eNB and NG-RAN node.

3
Conclusion
It is proposed to agree following Solution 3, i.e. design inter-system HO data forwarding with E-RAB data forwarding tunnels established between the involved eNB and NG-RAN.
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