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1 Introduction

In RAN3#97 meeting, RAN3 agreed to have per-PDU session tunnel between gNB and UPF for data forwarding in case of inter-system handover. This agreement was reflected in RAN3 TS38.413 and SA2 spec TS23.502.

Tunnel granularity between gNB and UPF is per-PDU-session-tunnel 

The only open issue left is how to handle End marker for inter-system HO.

During the end marker discussion in RAN3#99bis/RAN3#100 meeting, a new proposal is to have per E-RAB tunnel (i.e. per E-RAB tunnel between gNB and UPF) for inter-system HO data forwarding between 5GS and EPS. 
This contribution analyzed and compared the two solutions of tunnel granularity (i.e. per PDU session tunnel vs. per E-RAB tunnel) from data forwarding and end marker handling point of view and proposed a way forward. 
2 Discussion

The following two solutions are discussed in last meeting:
EPS ( 5GS 

Solution 2: 

-
per E-RAB data forwarding tunnel between the source eNB and the UPF, NG-U connected to the target NG-RAN node

-
per PDU Session tunnel between that UPF and the target NG-RAN node

Solution 3:

-
per E-RAB data forwarding tunnel between the source eNB and the target NG-RAN node

-
UPF, NG-U connected to the target NG-RAN node serves as an intermediate node for the forwarding tunnels, possibility of direct data forwarding to be looked at

5GS ( EPS

-
replace “target” with “source” and vice versa

It was claimed that “direct data forwarding is possible for solution 3.
For intra-system handover, the source will decide whether direct data forwarding is possible based on whether the interface between source and target exists or not. X2 is defined between two E-UTRAN nodes. Xn is defined between two NG-RAN nodes. There is no interface between a NG-RAN node and an E-UTRAN node. That’s why only indirect data forwarding is supported for inter-system handover by now e.g. between E-UTRAN and UTRAN/GERAN.
Observation 1: Direct data forwarding is not possible for solution 3. The comparison of solution 2 and solution 3 shall be based on indirect data forwarding.
For both solution 2 and solution 3, there are ways to keep eNB and SGW/PGW not impacted. 
Observation 2: For both solution 2 and solution 3, eNB and SGW/PGW should not be impacted. The comparison of solution 2 and solution 3 shall focus on the impact on the NG-RAN node and UPF.
2.1 Inter system handover from EPS to 5GS
Solution 2:

Solution 2 works as follows:
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Figure 1: Data forwarding of Solution 2 for inter-system HO from EPS to 5GS
The NG-RAN node will receives packets in the same format as in all other scenarios in PDU session tunnel. So no new function is introduced in NG-RAN node.
Observation 3: Solution 2 doesn’t introduce new function in the target NG-RAN node.
What the UPF needs to do is to add QFI and sends the data packets to the corresponding PDU session tunnel based on TFT. This is the existing function of UPF when receiving data packet from PDN as shown in below figure. That’s why SA2 agreed solution 2 and captured it in TS23.502.
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The following characteristics apply for processing of DL traffic:

-
UPF maps User Plane traffic to QoS Flows based on the PDRs.

-
UPF performs Session-AMBR enforcement and counting of packets for charging.

-
UPF transmits the PDUs of the PDU Session in a single tunnel between 5GC and (R)AN, the UPF includes the QFI in the encapsulation header. In addition, UPF may include an indication for Reflective QoS activation in the encapsulation header.
-
UPF performs transport level packet marking in DL, e.g. setting the DiffServ Code point in outer IP header. Transport level packet marking may be based on the 5QI and ARP of the associated QoS Flow.

-
(R)AN maps PDUs from QoS Flows to access-specific resources based on the QFI and the associated 5G QoS profile, also taking into account the N3 tunnel associated with the DL packet.

3.
Handover Confirm: the UE confirms handover to the NG-RAN.


The UE moves from the E-UTRAN and synchronizes with the target NG-RAN. The UE may resume the uplink transmission of user plane data only for those QFIs and Session IDs for which there are radio resources allocated in the NG-RAN.


Forwarding, and the v-UPF forwards the PDUs to the NG-RAN using the N3 Tunnel Info for PDU Forwarding, adding the QFI information. The target NG-RAN prioritizes the forwarded packets over the fresh packets for those QoS flows for which it had accepted data forwarding.
For end marker handling, similarly, UPF adds QFI based on the mapping of E-RAB ID and QFI and sends the data packets to the corresponding PDU session tunnel. 
Observation 4: Solution 2 doesn’t introduce new function in the UPF for handover from EPS to 5GS.
From observation 3 and observation 4, we could draw the following observation 5:
Observation 5: Solution 2 doesn’t introduce any new function in the NG-RAN node and UPF for handover from EPS to 5GS.
Solution 3:
Solution 3 works as follows:
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Figure 2: Data forwarding of Solution 3 for inter-system HO from EPS to 5GS

Currently, the SDAP layer doe Qos flow to DRB mapping based on QFI in the header of the received data packet.

There is no QFI in the received data packets from the per E-RAB tunnel. There are two possibilities in the target NG-RAN side:

· Alternative 1: SDAP layer does Qos flow to DRB mapping based on the mapping of E-RAB ID and the PDU session/Qos flow. This will impact SDAP layer to have special handing for the forwarded packets. 

· Alternative 2:  Target NG-RAN node adds QFI for each received packets before sending them to the SDAP layer. E.g. packets of Qos flow-1 and packets of Qos flow-2 will be received from the same tunnel of E-RAB-x. The NG-RAN node has no TFT/PDR function. The NG-RAN node can only add QFI of Qos flow-1 or QFI of Qos Flow-2 randomly. Pls note that currently the data packets will be sent directly to the SDAP layer. There is no additional handling in the NG-RAN. 
In control plane, the target NG-RAN node will decide the mapping of Qos flow to DRB when receiving Handover Request message. In current mechanism, the NG-RAN node decides the mapping by considering the Qos profile of each Qos flow. For the forwarded data in E-RAB tunnel, the target NG-RAN node can’t differentiate data packets of different Qos flows mapped to one E-RAB tunnel. So the target can only map all the Qos flows to one DRB. The data packets of the same Qos received from PDU session tunnel and E-RAB tunnel should be mapped to the same DRB. By supporting this, the NG-RAN node should consider E-RAB ID when deciding Qos flow to DRB mapping. This needs new function in the NG-RAN node. If the NG-RAN node decides Qos flow to DRB mapping without considering E-RAB ID, it is possible that the forwarded data packets of one Qos flow is mapped to one DRB and the data packets of the same Qos flow received from new NG-U are mapped to the other DRB, the NG-RAN node informs the UE the configuration of Qos flow to DRB mapping based on the mapping decision from existing mechanism (no E-RAB ID is considered). The UE may get wrong information because the forwarded packets of one Qos flow are not transmitted in the indicated DRB.
For end marker handling, in order to decide for which Qos flow data received from new NG-U can be transmitted, NG-RAN needs to check the mapping of E-RAB ID and QFI/Session ID again. This additional handling will increase the delay.
Observation 6: Solution 3 requires new functions in the NG-RAN node:

· Either new SDAP function or additional data packet handing before sending to SDAP layer

· Assign per-E-RAB tunnel between NG-RAN node and UPF.

For the UPF, it should assign per E-RAB tunnel for the forwarded data over NG.
Observation 7: Solution 3 requires new functions in the UPF i.e. support per E-RAB tunnel with NG-RAN.

From observation 6 and observation 7, we could draw the following observation 8:

Observation 8: Solution 3 requires new functions in the NG-RAN node and UPF for handover from EPS to 5GS.
From observation 5 and observation 8, we could draw the following observation 9:

Observation 9: Solution 2 has clear benefits for inter-system handover from EPS to 5GS.

2.2 Inter system handover from 5GS to EPS
Solution 2 works as follows:
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Figure 3: Data forwarding of Solution 2 for inter-system HO from 5GS to EPS

From data forwarding point of view, the NG-RAN node just forward the data packets received from one PDU session tunnel to another PDU session tunnel. This is the existing NG-RAN node behaviour.

Observation 10: From data forwarding point of view, Solution 2 doesn’t introduce new function in the source NG-RAN node.
UPF needs to remove the QFI and sends the received data packets to the corresponding E-RAB tunnel.
Observation 11: Solution 2 requires new functions in the UPF i.e. remove the QFI and sends the received data packets to the corresponding E-RAB tunnel.

Solution 3:
Solution 3 works as follows:
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 Figure 4: Data forwarding of Solution 3 for inter-system HO from 5GS to EPS
From above figure, it could be observed:

Observation 12: Solution 3 requires new functions in the UPF i.e. support per E-RAB tunnel with NG-            RAN.

Observation 13: Solution 3 requires new functions in the source NG-RAN node

· Forwarding the data packets received over PDU session tunnel to the E-RAB tunnel by checking the mapping of E-RAB ID and PDU session ID/QFI and removing the QFI before forwarding

· Assign per-E-RAB tunnel between NG-RAN node and UPF.

From data forwarding point of view, the tunnel mapping is done either in the NG-RAN or in the UPF. This is similar. However, the additional impact of solution 3 is to support E-RAB tunnel in NG-RAN node and UPF.
Observation 14: From data forwarding point of view, Solution 2 has benefits for inter-system handover from 5GS to EPS.

For end marker handling, the solution 2 and solution 3 are quite similar:

Solution 2: once all the Qos flows mapped to an E-RAB are forwarded, NG-RAN node sends the end marker to the UPF. UPF removes the QFI in the header and forwards it to the corresponding E-RAB tunnel (this is the same as forwarded data in solution 2).

Solution 3: once all the Qos flows mapped to an E-RAB are forwarded, NG-RAN node sends the end marker to the UPF. UPF forwards end marker packets (this is the same as forwarded data in solution 3).
Observation 15: For end marker handling, the solution 2 and solution 3 are quite similar.
From observation 9 and observation 14/15, we could draw the following observation 16:

Observation 16: Solution 2 has benefits for inter-system handover in both directions.

Based on above discussion, we propose RAN3 to agree the following proposals:
Proposal 1: It is proposed to stick to the current agreement on the per PDU session tunnel between UPF and NG-RAN for data forwarding for inter-system handover
Proposal 2: It is proposed to agree solution 2 and the corresponding TP in [3].
3 Conclusion
This contribution discussed the tunnel granularity between NG-RAN and UPF for inter-system data forwarding and had the following observation and proposals:

Observation 1: Direct data forwarding is not possible for solution 3. The comparison of solution 2 and solution 3 shall be based on indirect data forwarding.
Observation 2: For both solution 2 and solution 3, eNB and SGW/PGW should not be impacted. The comparison of solution 2 and solution 3 shall focus on the impact on the NG-RAN node and UPF.
Observation 3: Solution 2 doesn’t introduce new function in the target NG-RAN node.
Observation 4: Solution 2 doesn’t introduce new function in the UPF for handover from EPS to 5GS.
Observation 5: Solution 2 doesn’t introduce any new function in the NG-RAN node and UPF for handover from EPS to 5GS.
Observation 6: Solution 3 requires new functions in the NG-RAN node:

· Either new SDAP function or additional data packet handing before sending to SDAP layer

· Assign per-E-RAB tunnel between NG-RAN node and UPF.

Observation 7: Solution 3 requires new functions in the UPF i.e. support per E-RAB tunnel with NG-RAN.

Observation 8: Solution 3 requires new functions in the NG-RAN node and UPF for handover from EPS to 5GS.
Observation 9: Solution 2 has clear benefits for inter-system handover from EPS to 5GS.

Observation 10: From data forwarding point of view, Solution 2 doesn’t introduce new function in the source NG-RAN node.
Observation 11: Solution 2 requires new functions in the UPF i.e. remove the QFI and sends the received data packets to the corresponding E-RAB tunnel.

Observation 12: Solution 3 requires new functions in the UPF i.e. support per E-RAB tunnel with NG-            RAN.

Observation 13: Solution 3 requires new functions in the source NG-RAN node

· Forwarding the data packets received over PDU session tunnel to the E-RAB tunnel by checking the mapping of E-RAB ID and PDU session ID/QFI and removing the QFI before forwarding

· Assign per-E-RAB tunnel between NG-RAN node and UPF.

Observation 14: From data forwarding point of view, Solution 2 has benefits for inter-system handover from 5GS to EPS.

Observation 15: Solution 2 has benefits for inter-system handover in both directions.

Observation 16: Solution 2 has benefits for inter-system handover from 5GS to EPS.

Proposal 1: It is proposed to stick to the current agreement on the per PDU session tunnel between UPF and NG-RAN for data forwarding for inter-system handover

Proposal 2: It is proposed to agree solution 2 and the corresponding TP in [3].
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