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1
Introduction
In this contribution, the remaining issues of NR-NR DC will be further discussed, including the following FFSs identified from last meeting, and other essential issues e.g. the type of bearer for each offloaded QoS flow to be served on, the allocation of DRB ID in SN.
Agreements

1: The MN makes the decision to move ongoing/existing QoS flows to the SN (this agreement does not imply whether the QoS flow is moved by moving a single flow or by moving a whole bearer)

FFS Whether MN or SN takes the decision for flows being moved from SN to MN

2: The SN can reject the addition of a QoS flow, and inform the MN.

3: The DRB level offloading (i.e. offloading all QoS flows of a DRB) is supported between the MN and SN. 

FFS: The QoS flow level offloading between the MN and SN, and if supported then whether lossless handover can be supported.

4: The lossless handover user plane procedure could be reused for DRB level offloading, if mapping is maintained in the target node.

FFS: If the case where mapping is not maintained can support lossless handover

5: The SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow -> DRB mapping at the SN

2
Discussion
2.1 Remaining issues identified from last meeting
Who takes the decision for the QoS flow(s) being moved from SN to MN
In LTE DC, the MeNB can trigger the MeNB initiated SeNB Modification Preparation procedure (SENB MODIFICATION REQUEST), or the SeNB can trigger the SeNB initiated SeNB Modification procedure (SENB MODIFICATION REQUIRED) [1] to move the E-RAB(s) on the MCG Split DRB and SCG DRB back to MeNB (i.e. on the MCG DRB). 
The same principle also can be used for NR-NR DC, that is the MN can trigger the MgNB initiated SgNB Modification Preparation procedure (SGNB MODIFICATION REQUEST), or the SN can trigger the SgNB initiated SgNB Modification procedure (SGNB MODIFICATION REQUIRED) [2] to move the QoS flow(s) on the MCG Split DRB, SCG Split DRB and SCG DRB back to MN (i.e. on the MCG DRB).
Proposal 1: Both MN or SN can initiate moving the QoS flow(s) back from SN to MN. 
QoS flow level offloading between MN and SN
According to the LS from SA2 [3] and the following agreement in the attached/ agreed P-CR [4]:
(R)AN also allocates (R)AN N3 tunnel information for the PDU Session. In case of Dual Connectivity, the Master RAN node may assign some (zero or more) QFIs to be setup to a Master RAN node and others to Secondary RAN node. The RAN tunnel information includes a tunnel endpoint for each involved RAN node, and the QFIs assigned to each tunnel endpoint. A QFI can be assigned to either the Master RAN node or the Secondary RAN node and not to both.
The QoS flow(s) within a PDU Session can be assigned by the MN to either the MN or the SN. That means the QoS flow level offloading is supported in SA2. 
Meanwhile, RAN2 has decided that the MN makes the decision to move ongoing/existing QoS flow(s) to the SN. However, whether the offloading of QoS flow(s) could be partial flow(s) of a DRB (i.e. QoS flow level offloading) or should be a whole DRB (i.e. DRB level offloading) is still FFS. This FFS is raised mainly for the existing QoS flow(s) (i.e. already mapped to an existed DRB), since the ongoing QoS flow(s) (i.e. not yet mapped to a DRB) anyway can be offloaded to the SN freely on a QoS flow level. 
Regarding the existing QoS flow(s), no matter whether it is a QoS flow level offloading or a DRB level offloading, the impact to the SN is the same. That is, the SN may establish a new DRB for the offloaded QoS flow(s) or map them to an existing DRB. While for the MN side, in case of QoS flow level offloading, the old DRB in MN side is remained, all the buffered data in the MN corresponding to the offloaded QoS flow(s) can be continually transmitted on the old DRB and no data forwarding is needed. The MN can reconfigure the DRB e.g. refining the parameters of the corresponding logical channel if necessary. In case of DRB level offloading, the old DRB in MN may need to be released and data forwarding should be performed to ensure the “Lossless” offloading. In MN side, both the QoS flow level and DRB level offloading can ensure the “Lossless” offloading. So it is proposed that the existing QoS flow(s) also can be offloaded to the SN on a QoS flow level.
Observation 1: In case of QoS flow level offloading, the old DRB in MN side is remained, and no data forwarding is needed.
Proposal 2: To support QoS flow level offloading between MN and SN. 

 “Lossless” supporting in case of QoS flow level offloading and remapping during offloading
We propose to support QoS flow to DRB remapping during offloading, and QoS flow level offloading as the above proposal 2. However the details for “Lossless” could be discussed later until we have a clear solution for the intra-cell lossless QoS flow remapping.
Proposal 3: To support QoS flow to DRB remapping during offloading. 
Proposal 4: Postpone the discussion on the “Lossless” (especially for the in sequence delivery) until we have a clear solution for the intra-cell lossless QoS flow remapping.
2.2 Other essential issues
The type of bearer for each offloaded QoS flow to be served on
In LTE, since there is one to one mapping between E-RAB and DRB, the configuration of bearer type indicate in which bearer type the E-RAB should be served. However, in NR, since the QoS flow is introduced as the basic granularity of QoS control instead of E-RAB and multiple QoS flow from one PDU Session can be mapped to one DRB, the bearer type should be configured for each QoS flow to indicate on which bearer type the QoS flow should be served.
Proposal 5: The type of bearer (i.e. MCG split bearer, SCG bearer, SCG split bearer) for each offloaded QoS flow to be served on should be configured to SN by MN.

Who determines the DRB ID used in SN
In LTE, since there is only one RRM located in MN, the DRB ID is allocated by MN. However, in NR, based on the agreement that the SN is responsible for the DRB management  (e.g., setup, modify, release) of SCG/SCG-split bearers, and the QoS flow to DRB mapping at the SN, it can be observed that the number of DRB in MN/SN is determined by MN/SN respectively, and it will be difficult for MN to predict how many DRB ID is needed in SN side and pre-allocate the DRB ID before the DRB has been established in SN. Based on the analysis above, we propose that the DRB ID for the DRB established in SN should be allocated by the SN itself.
Proposal 5a: The DRB ID for the DRB established in SN should be allocated by the SN itself.

Based on the proposal 5a, considering one common DRB ID space will be used in MN and SN, one more issue need to be addressed is how to coordinate the DRB ID allocated by MN and SN within the common DRB ID space, and some kind of coordination is required over Xn interface to insure that the DRB ID allocated by MN and SN will not be collided with each other.
Proposal 5b: Some coordination over Xn interface is required to coordinate the DRB ID used in MN and SN within the common DRB ID space, the detail can be discussed in stage3 phase.

Furthermore, since the intra-NR DC and the option4/7 have the same new QoS architecture and connected to the 5GC likewise, the agreements for intra-NR DC also can be applied for the option4/7.
Proposal 6: The agreements for intra-NR DC also applies for option4/7.
3
Conclusion
In this contribution, the remaining issues of intra- DC are further discussed with the following proposals:
Proposal 1: Both MN or SN can initiate moving the QoS flow(s) back from SN to MN. 

Observation 1: In case of QoS flow level offloading, the old DRB in MN side is remained, and no data forwarding is needed.

Proposal 2: To support QoS flow level offloading between MN and SN. 

Proposal 3: To support QoS flow to DRB remapping during offloading. 
Proposal 4: Postpone the discussion on the “Lossless” (especially for the in sequence delivery) until we have a clear solution for the intra-cell lossless QoS flow remapping.
Proposal 5a: The DRB ID for the DRB established in SN should be allocated by the SN itself.

Proposal 5b: Some coordination over Xn interface is required to coordinate the DRB ID used in MN and SN within the common DRB ID space, the detail can be discussed in stage3 phase.

Proposal 6: The agreements for intra-NR DC also applies for option4/7.
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