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1
Introduction
Based on the output from email discussion [1] Bearer type change, it is clear that companies are not unanimous in their thinking of the main problem statement itself and therefore there are various solutions available but no conclusion is reached so far. This document investigates the problem and the solutions offered.
2
Discussion
Following 3 types of changes may potentially require MAC Reset which affects “other” (that had nothing to do with the said change) bearers; leading to increases latency (when RLC re-transmission will take care of the flushed HARQ buffers), data loss (UM bearers) or even to RLF (maximum number of RLC retransmissions has been reached for an MCG or split DRB):
1. Secondary Node Changes: If there is a SCG Split DRB, then the question is does the MCG MAC needs to be necessarily reset if there are other bearers (MCG Bearers)? The problem is explained in Figure 1 where MCG leg of the SCG Split bearer ends up in the same MAC as for a MCG Bearer. So, a MCG MAC Reset to flush HARQ buffer for the “MCG leg of the SCG Split bearer” will also affect the MCG Bearer, which could be avoided.
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Figure 1: MCG DRB and (SCG) Split DRB's MCG Leg end up in the same MAC
2. Bearer Type Change: Of concern are the cases with PDCP anchor point change (from network point of view) + at least one ‘old’ leg remains. This ‘old leg’ will have packets protected with the old key and after the key-change the receiver will receive packets protected with old key and packets protected with new key! Some time at the receiver these packets arrive intermingled making it hard for the receiver to decipher/ verify the packets!! Here following 6 items emerge (please look at Annex):
1. MCG Split to SCG Split Bearer

2. SCG Split to MCG Split Bearer

3. MCG to SCG Split Bearer

4. SCG Split to MCG Bearer

5. SCG to MCG Split Bearer

6. MCG Split to SCG Bearer

In addition, if SA3 decides to have keys per Bearer type, then two more items are added:

7. MCG to MCG Split Bearer

8. SCG to SCG Split Bearer
The question is then what happens on the ‘old’ leg (protected with the old key)? Is the corresponding MAC Reset to avoid delivering packets with the old key?
3. Per Bearer or Per Bearer Type Key change: When the COUNT value for a bearer is about to wrap-around, an Intra-cell HO is performed in LTE to avoid the impending security threat (i.e. reuse of all security input parameters like Bearer-id, DIRECTION, COUNT and the Security-Key in ciphering/ integrity protecting the plain text). Since COUNT wrap-around is (hopefully) a rare case, a “heavy” (i.e. handover) solution was acceptable in LTE. However, if a solution for the above problem(s) is designed then it’s good to check if the solution can possibly also solve this issue. 
Way forward
Since there are many cases (some rare and other not so rare) where a change affecting only bearer need not affect ALL bearers, especially with regards to dynamic radio situation in the NR part proponents believe that a full MAC Reset affecting ‘other’ bearers is not acceptable.

Proposal 1: A MAC Reset affecting ‘other’ bearers is not performed when the (SN/ Bearer-type/ Key) change is limited only to a subset of bearers in the UE. 

Solution

Many solutions have been proposed. Most of these assume that PDCP and RLC need to be re-established to take the new keys (after a change of PDCP termination point or when the COUNT is about to wrap-around for one of the bearer) into account. As long as the receiver is unambiguously made aware of the new PDCP COUNT from where the new keys are applied by the transmitter, there is no confusion and MAC need not be reset. Therefore, let us first see what happens if PDCP and/ or RLC is/ is-not re-established:
	
	PDCP Re-establised
	PDCP not Re-establised

	RLC Re-establised
	[Box1]: Handover like situation for a specific bearer(s)
PDCP will need to re-transmit packets starting from FMS (First Missing SN) 
	[Box2]: RLC buffer is flushed and PDCP does not re-transmit, leading to data loss!
· Not acceptable

	RLC not Re-establised
	[Box3]: Will have both old packets (RLC PDUs with old keys) and new packets (Re-ciphered PDCP SDUs), making receiver handling very complicated
· Not acceptable
	[Box4]: Data transfer with the old key continues until the PDCP PDUs already submitted to RLC are successfully transmitted. Some mechanism required to inform receiver of when the new keys are in use. Overlap between the old and new protection can be discerned by the receiver based on the PDCP SN/ COUNT value.


Observation 1: From solution perspective, as far as PDCP and RLC are concerned, two options are possible: Re-establish both or neither of them.
Implementation of Re-establish both PDCP, RLC [Box1]
This can be implemented as LC-id change procedure combined with RRC Reconfiguration (configuring SN Change/ Bearer Type Change/ Key Change) procedure. The corresponding affected radio bearer(s) will, as an option, be considered suspended and will resume only after the UE sends the RRC Reconfiguration Complete message. For each drb-Identity value included in the drb-ToAddModList that is part of the current UE configuration (DRB reconfiguration), the  pdcp-Config, rlc-Config and logicalChannelConfig may not be present in the radioResourceConfigDedicated  for the indicated DRB indicated by drb-Identity and therefore the UE shall apply only the logicalChannelIdentity (or logicalChannelIdientitySCG) and drb-TypeChange, drb-Type if present.  The UE shall only apply the included IEs and continue to use the old values of all remaining IEs that are not present included. The buffer at PDCP and/ or RLC entity may not be flushed i.e. a PDCP and/ or RLC Re-establishment is not carried.
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Figure 2: RRC Connection Reconfiguration to change the SN or Bearer Type or just security key for one or more bearer(s).

Implementation of Re-establish neither PDCP nor RLC [Box4]

Same as above an RRC Reconfiguration (configuring SN Change/ Bearer Type Change/ Key Change) message is received and then the UE ascertain the PDCP COUNT value for a PDCP SDU not yet assigned a sequence number. The RRC/ PDCP shall configure the new key to be used and signal the COUNT value to the gNB in the RRC Reconfiguration Complete message. The gNB shall continue to use the old key for PDCP PDUs with COUNT values smaller than the signalled COUNT and new key for PDCP PDUs with COUNT values higher than the signalled COUNT. A per packet indication of old/ new key can be used as well to achieve the same purpose but this has an overhead of at least 1 bit per PDCP PDU!
Comparison of the two solutions
Table 1: Comparison of LC-id Change and COUNT indication based solution

	
	Strength
	Weakness

	LC-id Change
	Can be implemented like in LTE specification except for COUNT wrap-around case (where a new clause for logicalChannelIdentity change is required).
	LC-id space (especially if key changes for bearer type having more than 1 bearer)

Re-transmission delay



	COUNT Indication
	No data loss/ delay due to re-transmission

Pre-processing is not wasted
	COUNT number monitoring and applying the corresponding key in receiver side requires the receiver to maintain two keys at least for some transient time.


Based on the above (Table 1: Comparison of LC-id Change and COUNT indication based solution), we prefer the COUNT indication based solution since LC-id space and the re-transmission delay are bigger shortcomings from a UE point of view.
Proposal 2: RAN2 agree to COUNT indication based solution wherein the new COUNT value is included in the RRC Reconfiguration Complete message where the indicated COUNT value is assigned to the first PDCP SDU protected with the new keys.
3
Conclusion
This paper discussed based on the output from email discussion [NR-AH2#16][NR] Bearer type change. The main problem statement was clarified and the solutions were analysed. Following proposals and observations are made:
Proposal 1: A MAC Reset affecting ‘other’ bearers is not performed when the (SN/ Bearer-type/ Key) change is limited only to a subset of bearers in the UE. 

Observation 1: From solution perspective, as far as PDCP and RLC are concerned, two options are possible: Re-establish both or neither of them.
Proposal 2: RAN2 agree to COUNT indication based solution wherein the new COUNT value is included in the RRC Reconfiguration Complete message where the indicated COUNT value is assigned to the first PDCP SDU protected with the new keys.
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Annex

	 
	 
	PDCP Anchor point changes (a)
	Old leg remains (b)
	Both (a and b)
	Note

	1
	MCG Split to SCG Split
	1
	1
	1
	 

	2
	the other way
	1
	1
	1
	 

	3
	MCG to MCG Split
	0
	1
	0
	M-leg remains

	4
	the other way
	0
	1
	0
	M-leg remains

	5
	MCG to SCG Split
	1
	1
	1
	M-leg remains

	6
	the other way
	1
	1
	1
	only M-leg remains

	7
	MCG to SCG Bearer
	1
	0
	0
	 

	8
	the other way
	1
	0
	0
	 

	9
	SCG to SCG Split
	0
	1
	0
	only S-leg remains

	10
	the other way
	0
	1
	0
	S-leg remain

	11
	SCG to MCG Split
	1
	1
	1
	S-leg remain

	12
	the other way
	1
	1
	1
	only S-leg remains
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