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[bookmark: _Ref483927698]Introduction
Packet duplication was introduced for NR during the study item, where it was agreed to be implemented in the PDCP sub-layer, associated with two independent RLC entities. As a result, the main aspect of the duplication captured in the PDCP TS [1] is related to the duplication operation in the data plane. However, duplication has further control-related impacts on the PDCP which we address in this contribution. 
Discussion
RLC Tx buffer management and transmission control
One of the key motivations of the duplication feature is to take profit of multiples legs to deliver to upper layers packets always from the fastest leg. However, the resulting drawback is that the “slower” packets need to be discarded at some point to avoid both RLC Tx buffer overflow and useless transmissions. Indeed, even in the CA case, the LCP will address both logical channels of the duplicated bearer independently. As a result, a “working fine” leg continuously calls for new PDCP PDUs which, being duplicated, end-up overflowing the other leg, which is “slow”. Note that only in duplication case, a “working leg” will be pulling PDCP SDUs into PDUs in RLC SDU buffers of both legs. In split case, the working leg pulls PDCP SDUs into PDUs in its own RLC buffer only. If the other leg does not get grants, it won’t pull any PDCP SDU in its RLC SDU buffer. An extreme effect of this issue can be that more than half of the PDCP SN space is in fly at a given time.
Observation 1: Packet duplication may lead to overflow of the Tx RLC buffer in the slow leg.
Observation 2: Packet duplication may lead to useless transmissions of successfully received PDUs on the fast leg.
Observation 3: Packet duplication may lead to more than half of the PDCP SN space in fly.
Some kind of flow control could address this situation, however, the purpose of duplication precisely is to allow faster transmission of packets, so it would be counter-productive to control the incoming flow based on the slowest leg. Instead, a solution should solve this by letting transmitting RLCs from each leg be aware of the successful PDCP PDU receptions thus allowing periodically discarding packets in their buffers that made it on the other leg. In RLC AM, the RLC status reports can be used for this purpose, so this can be left to implementation [2]. However in RLC UM, the status reports cannot come from RLC so must come from PDCP.
Observation 4: In RLC UM, discarding of duplicated PDCP PDUs in the RLC SDU transmit buffer of the slow leg requires PDUs acknowledgement feedback from PDCP.
[bookmark: _Ref481312399][bookmark: _Ref485154928]PDCP status report
In UM mode, PDCP status reports can be used for discarding duplicated packets on the slow leg, as shown in the example of Figure 1:
1. PDCP Tx duplicates PDCP PDUs with SNs 1 to 5
2. RLC1 Tx (fast leg) assigns RLC SNs 11 to 14 and transmits the resulting RLC PDUs
	Meanwhile RLC2 Tx (slow leg) does not get any grant, so keeps its SDUs in buffer
3. RLC1 Rx receives and delivers PDUs with SNs 11-14 to PDCP, which acknowledges accordingly SNs 1-4 to PDCP Tx in a PDCP status report.
4. PDCP Tx notifies RLC Tx of the successful PDCP SNs in all RLC Tx entities of active legs for this RB. RLC Tx identifies RLC SNs associated with ACK’ed PDCP SNs (from a mapping table between PDCP and RLC SNs), and discards pending RLC SDUs not yet transmitted.


[bookmark: _Ref485142983]Figure 1: RLC UM Tx buffer management for duplication
Unlike for RLC AM, the above procedure cannot be 100% left to implementation but relies on extending the PDCP status report usage to other scenarios than PDCP recovery, namely making it part of the standard PDCP operation. In RAN2#97bis, the PDCP status report usage beyond legacy scenarios was discussed but no conclusion could be found, per the below extract of the meeting report:
=>	Some PDCP recovery mechanism based of PDCP status report is supported at least for the handover case and DC.  FFS if there are other cases in which this may be performed.  

We think the above usecase is a valid justification of the usage extension of the PDCP status report to normal PDCP operation.
Proposal: PDCP status report usage should be extended to a permanent usage in support of RLC Tx buffer management and transmission control of at least duplicated radio bearers in RLC UM.
Conclusion
In this contribution, we analyze the stage-3 impacts of the duplication feature on the PDCP sub-layer, not yet covered in the running TS. Our conclusions result in the following observations and proposal:
Observation 1: Packet duplication may lead to overflow of the Tx RLC buffer in the slow leg.
Observation 2: Packet duplication may lead to useless transmissions of successfully received PDUs on the fast leg.
Observation 3: Packet duplication may lead to more than half of the PDCP SN space in fly.
Observation 4: In RLC UM, discarding of duplicated PDCP PDUs in the RLC SDU transmit buffer of the slow leg requires PDUs acknowledgement feedback from PDCP.
Proposal: PDCP status report usage should be extended to a permanent usage in support of RLC Tx buffer management and transmission control of at least duplicated radio bearers in RLC UM.
Reference
[bookmark: _Ref484943431][bookmark: _Ref484876858][1] Draft TS 38.323 “NR; Packet Data Convergence Protocol (PDCP) specification” v020
[bookmark: _Ref484947934][2] R2-1706376 “Impact of PDCP duplication on RLC”, CATT


1
R2-1707924
image1.emf
PDCP Tx

RLC

2

Tx RLC

1

Tx

1

duplication

PDCP Rx

RLC

2

Rx RLC

1

Rx

2

3

4

5

5

PDCP SN

Status reports ACK PDCP SNs  1-4

discard

1

2

RLC PDUs SN 11, 12, 13, 14

3

4


oleObject1.bin
Text


PDCP Tx


RLC2 Tx


RLC1 Tx


1


duplication


PDCP Rx


RLC2 Rx


RLC1 Rx


2


3


4


5


5


PDCP SN


Status reports ACK PDCP SNs 1-4


discard


RLC PDUs SN 11, 12, 13, 14


3


1


2


4



