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1 Introduction
One of the objectives in the study item description is [1]:
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And in last RAN2 meeting, the following agreements were achieved after the discussion on requirements of TSN in 5G triggered by SA2 LS [2]:
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According to the agreement, the assumed architecture in this document is the option of 5G system appearing as a black box for integration with TSN, which means it adopts the existing QoS framework of the 3GPP 5G system and there is no explicit need for any of the 3GPP network nodes to support TSN protocols and procedures that are part of the external TSN system. Hence, in this contribution, we focus on identify which enhancements needed based on existing QoS framework to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804. We provide text proposals to be captured in TR 38.825 as well.
2 Discussion
As we know, the TSN network is to provide a communication system to meet the requirement of time sensitive and deterministic service. More specifically, one object of this SI is clearly madden to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 [2], which demands the 5G system shall support cyclic traffic with cycle times.
2.1 Model of time-gate TSN QoS Mapping 
 As agreed in last meeting, 5G system appearing as a black box for integration with TSN and the existing QoS framework of the 3GPP 5G system with some possible additional parameters is adopted. And such TSN service requires the guarantee of the arrival and departure of a packet at defined time instances in 5G system, notified by TSN system. Hence, the allowed latency value for the packet can be derived by UPF based on above time information from TSN, with a range of very tight lower and upper bound around. And UPF can split the value between the Uu interface and other part and notify the calculated allowed delay information in Uu interface to the gNB. Following this, the gNB’s task is to guarantee the gap between the packet’s actual departure time and that from TSN system within the maximum delay. Meanwhile, UPF may notify information of the DL traffic pattern to the gNB as well to assist the semi-persistent resource allocation.
Observation 1: UPF can split the value (from the TSN system) between the Uu interface and other link(s) and notify the calculated allowed delay information in Uu interface to the gNB via a defined time point for delivery of the packet. Following this, the gNB’s task is to guarantee the gap between the packet’s actual departure time and that from TSN system within the maximum delay. This need confirmation with SA2 and RAN3.
Proposal 1: RAN2 need confirm with SA2 and RAN3, for the time-gate TSN QoS flow, whether UPF can split the value (from the TSN system) between the Uu interface and other part, and notify the calculated allowed delay information in Uu interface to the gNB via a defined time point for delivery of the packet. Then the gNB’s task is to just meet the maximum delay.
Moreover, as specified in section 5.5.6 of [2], stringent requirements on jitter along with very stringent requirements on end-to-end latency and communication service availability is also a special challenge to the 5G system. According to the agreement is last meeting, from RAN2 perspective, handling of packet arrival jitter will not be considered in performance evaluation without SA2 request.
Proposal 2: Whether to design a mechanism to control jitter through RAN node need wait for SA2’s input.
2.2 Usage of Configured grant to support time-gate cyclic traffic
For example, motion control, which is one of the most challenging and demanding closed-loop control applications in industry, can be done in a strictly cyclic and deterministic manner, such that during one communication cycle time Tcycle, ,which can below 50 µs, the motion controller sends updated set points to all actuators, and all sensors send their actual values back to the motion controller. In these applications, type 1 grant free or traditional SPS, which allocates periodic resources for a given UE, can be used to send the cyclic traffic data.  
Observation 2: The existing 3GPP defined SPS/Configured grant mechanism with some enhancement can be utilized to fulfil the performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system, which is more suitable for radio interface.
Proposal 3: It is proposed to utilize the existing 3GPP defined SPS/Configured grant mechanism with some enhancement to fulfil the performance in TSN system.
2.3 Multiple configured grants for multiple traffic flows
In addition to this, the TSN system allows the configuration of gate schedules with multiple traffic classes within a TSN network. And the delivery of messages in this queue is then performed during the scheduled time windows, while other queues will typically be blocked from transmission during these time windows. Therefore the scheduled traffic is protected from the interruption from the scheduling of non-scheduled traffic. Additionally, the delay through each switch is deterministic and that message latency through the network can be guaranteed. And in current NR, only one single configuration of configured grant/SPS is configured for a given UL/DL BWP, while only one BWP can be activated for an UE at one time. Generally, if the period of the configured grant/SPS is short enough, it could provide available resource for the UE to delivery of multiple traffic classes. However, multiple configurations of configured grant/SPS can provide more flexibility and less resource waste, especially when the collision of different traffic flows occurs.
Observation 3: Multiple configurations of configured grant/SPS can provide more flexibility and less resource waste to support gate schedules with multiple traffic queues within a TSN network. 
Proposal 4: It is proposed to utilize multiple configurations of configured grant/SPS for a given BWP, especially to address the collision of different traffic flows.
2.4 SPS traffic pattern reporting from UE for burst TSN traffic

Additionally, as indicated in [2] , the 5G system shall support "bursty" and possibly internet-like self-similar traffic patterns from a massive set of devices. Meanwhile, the major challenge to 5G system is also the "bursty" traffic, for example, multicast IEC 61850 GOOSE communication, which is burst, peer-to-peer, layer-2, with end-to-end latency requirement of less than 5 msec. The “bursty” traffic means the packet arrival time is unpredictable, e.g. the time point of a sensor or actuator has available data to transmission, even the periodicity of the traffic may fixed. This will lead to an improper SPS configuration for the periodic cyclic traffic, causing radio resource waste and waiting time for data transmission. 
Hence, it will bring benefit if there is some coordination mechanism between the UE and the network for the traffic properties, e.g. traffic pattern information, which is unware of the gNB. In release 14, a new SPS assistance information was added into the UEAssistanceInformation message in LTE V2X, so that the UE can provide the network the traffic pattern of a UL logical channel.

[image: image3.emf]Cycle #1

Cycle #4 Cycle #3

Cycle #2

t1

t4 t3

t2

Actual Traffic Pattern

Cycle #1

Cycle #4

Cycle #3

Cycle #2

T1'

T4' T3'

T2'

Configured SPS 

Resource Pattern

Delay caused by 

waiting for available 

SPS resource


Figure 2 Delay caused by waiting for available SPS resource
The straightforward way is just reuse the SPS traffic pattern reporting mechanism with finer and more diverse granularity of traffic periodicity and timing offset to satisfy the property and requirement of timing critical service. For example, the period of URLLC data is possible to be smaller than 20 ms, and moreover the granularity of the timing offset shall be smaller than one millisecond to satisfy the requirement of 1 ms latency in URLLC. Obviously in NR, a new field symbolOffset is needed as well.
Proposal 5: Reuse the SPS traffic pattern reporting mechanism with some enhancement, e.g. finer, more diverse granularity of traffic periodicity and timing offset and definition of triggering condition.

2.5 SPS configuration for associated DL/UL cyclic traffic
Associated DL/UL deterministic cyclic communication pattern in term of time domain is one of the most important features in TSN. An example of such application is presented in the figure below:
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Figure 3: Structure of a motion control system [1]            Figure 4: Resource for the set points and                feedback from the sensors in the NR

In this example, set points are sent to the actuator(s) periodically by the motion controller. According to the set points received, the actuator(s) perform corresponding actions on one or several processes. Meanwhile, sensors monitor the current state of the process (es) and send the actual values back to the motion controller according to the monitor results. In each fixed communication cycle time Tcycle, not only the set points are required to be sent out by the Motion Controller, but also the feedback from the sensor is required to be received. From the perspective of 5G NR, set points could be served by DL configured grants, while the feedback from sensors could be served by UL configured grants. And there is a kind of associated relationship between DL cyclic traffic and UL cyclic traffic in term of time domain. An example of the scheduling for set points and feedback from the sensors is given in figure 4.  
Observation 4: there is a kind of associated relationship between DL configured grants for DL cyclic traffic and UL configured grants for UL cyclic traffic.
To urge the 5G NR to meet the requirement of the TSN, we expect that additional transmission-related parameters are needed from the TSN or UE. As illustrated above, traffic pattern reporting could be reused for this purpose. As discussed above, for the downlink, the 5GS should be informed of the exactly precise initial arriving time of the packet including set point by the TSN. With such information, gNB could activate the DL configured grant and schedule the first packet on the downlink at the right time. For the uplink, in our understanding, the feedback should be associated with one set point and scheduled in a proper time duration. Otherwise, either the feedback data is not available at the scheduled transmission time or feedback data is held at UE for too long time. As a result, 5GS should be notified of the time interval between feedback and set point information. Note that the time interval should at least consists of several parts: set point processing time, actuator action processing time, burst data generation time, etc. From our point of view, it might be more suitable for the UE itself to estimate how long that time interval is and then convey such information to the gNB. In addition, such configuration information shall be sent to the 5GS at some point before the start of the cyclic data transmission. RRC signalling could be a good choice. So, RAN2 is kindly asked to discuss and determine when configuration information regarding the time interval between downlink and uplink cyclic data should be sent from the gNB to the 5GS and how it is achieved (e.g., RRC signalling, etc.). In addition, the periodicity of the UL assignment should be informed to the gNB also.

Proposal 6: it is proposed to study how to notify the interval information between downlink and uplink cyclic data to the gNB by the UE. 
2.6 SPS configuration for multiple cyclic data transmissions

At the core of TSN is a time-triggered communication principle. The concept is that traffic in different queues is deterministically scheduled via switched networks. More specifically, the transmission of messages in each one of queues is executed during different scheduled time window. Traffic data from other queues will be blocked from transmission during the time window. Also, bearing in mind that deterministic cyclic communication pattern requires that the DL transmission should be followed by a UL feedback transmission in a fixed time duration. In Table 5.3.2.1-1 in [1], a table regarding the typical characteristics of motion control systems for three major applications is presented. Specifically, the requirement of Cycle time [image: image7.png]evele



 varies from ‘<2ms’ to ‘<0.5ms’.  

Suppose there are two DL traffic class scheduled consecutively in a TDD system. Each of them requires a UL feedback. Two possible scheduling schemes of UL feedback are indicated as follows:
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Figure 3(a): Same order between UL grants                     Figure 3(b): Reverse order between UL grants and DL assignments                                                           and DL assignments 
As could be found from the two scheduling schemes, the cycle time of traffic 1 and traffic 2 could be same or different. Suppose the KPI  [image: image11.png]evele



 is the same for the two traffics, then the scheduling scheme applied in Figure 3(a) might be more proper. Otherwise, if the KPI  [image: image13.png]evele



 for traffic class 2 is stricter than traffic class 1, the one applied in Figure (3b) might be more proper. As a result, our point is that [image: image15.png]evele



 could be a key parameter required by gNB for making scheduling policy for the transmission to meet the latency requirement of the deterministic cyclic transmission. We propose RAN2 to study whether or not [image: image17.png]evele



 should be viewed as an additional QoS information to help RAN scheduling the traffic class for meeting QoS requirements of TSN. 

Observation 5: [image: image19.png]


 of each traffic class in the TSN have impact on the scheduling policy over air interface.

Proposal 7: RAN2 need confirm with SA2 whether or not [image: image21.png]


 should be viewed as an additional QoS information to help RAN scheduling the traffic class.
3 Conclusions
Observation 1: UPF can split the value (from the TSN system) between the Uu interface and other link(s) and notify the calculated allowed delay information in Uu interface to the gNB. Following this, the gNB’s task is to guarantee the gap between the packet’s actual departure time and that from TSN system within the maximum delay. This need confirmation with SA2 and RAN3.

Observation 2: The existing 3GPP defined SPS/Configured grant mechanism with some enhancement can be utilized to fulfil the performance of resource reservation, cyclic queuing and forwarding, except jitter control, in TSN system, which is more suitable for radio interface.
Observation 3: Multiple configurations of configured grant/SPS can provide more flexibility and less resource waste to support gate schedules with multiple traffic queues within a TSN network. 
Observation 4: there is a kind of associated relationship between DL configured grants for DL cyclic traffic and UL configured grants for UL cyclic traffic.
Observation 5: [image: image23.png]


 of each traffic class in the TSN have impact on the scheduling policy over air interface.

Proposal 1: RAN2 need confirm with SA2 and RAN3, for the time-gate TSC QoS flow, whether UPF can split the value (from the TSN system) between the Uu interface and other link(s) and notify the calculated allowed delay information in Uu interface to the gNB. Then the gNB’s task can be to just meet the maximum delay.
Proposal 2: Whether to design a mechanism to control jitter through RAN node need wait for SA2’s input. 

Proposal 3: It is proposed to utilize the existing 3GPP defined SPS/Configured grant mechanism with some enhancement to fulfil the performance in TSN system.
Proposal 4: It is proposed to utilize multiple configurations of configured grant/SPS for a given BWP to address the collision of different traffic flows.
Proposal 5: Reuse the SPS traffic pattern reporting mechanism with finer and more diverse granularity of traffic periodicity and timing offset.
Proposal 6: it is proposed to study how to notify the interval information between downlink and uplink cyclic data to the gNB by the UE. 
Proposal 7: RAN2 need confirm with SA2 whether or not [image: image25.png]


 should be viewed as an additional QoS information to help RAN scheduling the traffic class.
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5 TP on TR 38.825
We proposed to capture the following text proposals in TR 38.825.
* * * Start of Change * * * 

6.5
QoS and scheduling enhancements
Editor’s note: RAN2 responsibility with potential PHY impacts handled by RAN1
6.5.x
Model of TSN QoS and scheduling

5G system appears as a black box for integration with TSN and the existing QoS framework of the 3GPP 5G system with some possible additional parameters is adopted. And such TSN service requires the guarantee of the arrival and departure of a packet at defined time instances in 5G system, notified by TSN system. The gNB’s task is to guarantee the gap between the packet’s actual departure time and that from TSN system within the maximum delay.
The existing 3GPP defined SPS/Configured grant mechanism with some enhancement can be utilized to fulfil the performance in TSN system.
6.5.y
Identified Issues

6.5.y.x 
Collision of different traffic flows
The TSN system allows the configuration of gate schedules with multiple traffic classes within a TSN network. And the delivery of messages in this queue is then performed during the scheduled time windows, while other queues will typically be blocked from transmission during these time windows. Therefore the scheduled traffic is protected from the interruption from the scheduling of non-scheduled traffic. And in current NR, only one single configuration of configured grant/SPS is configured for a given UL/DL BWP, while only one BWP can be activated for an UE at one time. There is no effective means to address this issue.
6.5.y.y 
Support of burst TSN traffic
The 5G system shall support the "bursty" traffic which means the packet arrival time is unpredictable, e.g. the time point of a sensor or actuator has available data to transmission, even the periodicity of the traffic may fixed. This will lead to an improper SPS configuration for the periodic cyclic traffic, causing radio resource waste and waiting time for data transmission.
6.5.y.z 
Support of associated DL/UL cyclic traffic
Associated DL/UL deterministic cyclic communication pattern in term of time domain is one of the most important features in TSN. There is a kind of associated relationship between DL cyclic traffic and UL cyclic traffic in term of time domain. Currently the UL configured grant and DL configured assignment are configured separately. Hence, how to realize the association between DL cyclic traffic and UL cyclic traffic in term of time domain from RAN side need to be take into account.
6.5.z
Potential solutions

Editor’s note: RAN2 responsibility

6.5.z.x 
Potential solutions for collision of different traffic flows
Multiple configurations of configured grant/SPS for a given BWP are introduced to address the collision of different traffic flows.
6.5.z.x 
Potential solutions for support of burst TSN traffic
Current SPS traffic pattern reporting mechanism in V2X can be extended to support of burst TSN traffic with some enhancement, e.g. finer, more diverse granularity of traffic periodicity and timing offset and definition of triggering condition to support of burst TSN traffic.
6.5.z.x 
Potential solutions for support of associated DL/UL cyclic traffic
The interval information between downlink and uplink cyclic data can be informed to the gNB by the UE.
* * * End of Change * * * 

Time Sensitive Networking related enhancements:


Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1). Note: RAN2 to start the work, RAN1 to take action based on RAN2 progress.











Agreements for the SA2 LS


1 	From RAN perspective, we prefer Black Box approach and will indicate this to SA2.


2	From RAN2 perspective, handling of packet arrival jitter will not be considered in performance evaluation without SA2 request. We will expect RAN1 to analyse latency and reliability.


3	SA2 and RAN3 should discuss whether any work is needed for time information delivery to the gNB.
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