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Introduction

Route selection and optimization is one of the objectives of IAB SI. In 3GPP RAN3 #100, both Spanning tree (ST) and Directed acyclic graph (DAG) have been agreed as the potential IAB topology considered in the study. And it has also been agreed that multi-connectivity or route redundancy may be used for back-up purposes. In this paper, we will discuss the routing design in multi-hop IAB network. 

Discussion

2.1 Design consideration for IAB routing
In IAB network, there are two alternatives to implement routing at each IAB node: 
Alternative 1: selecting an output bearer for each received packet based on a pre-configured routing table;
Alternative 2: selecting an output bearer for each received packet based on the forwarding information attached in that packet. 
Alternative 1 needs to configure a route in a routing table at the IAB node before it starts forwarding data for the route, and this route setup process may cause some extra delay for the initial data forwarding. In order to reduce the route setup delay, route could be set up earlier. For example, when a IAB node gets connected into the IAB topology, routes to/from it could be configured for other concerned IAB node immediately. 
In Alternative 2, although there’s no route setup process, the same forwarding information needs to be carried in each packet going through the same route, which would lead to lots of routing overhead. 
By comparing the pros and cons, routing by looking up a pre-configured routing table is a better candidate.                                                                                                                                                                                                                                                                                                                                                                                                                        
Proposal 1: Routing could be implemented by configuring a routing table at each IAB node. 
2.2 The basic contents of routing table  
Routing across the wireless backhaul topology could be realized in the following options: 
Option 1: routing according to the UE ID; 
Option 2: routing according to the UE bearer ID; 
Option 3: routing according to the destination node ID, where the destination node could be an IAB node or an IAB donor.
In Option 1, the intermediate IAB node would read the UE ID contained in each received packet, and find the next hop according to it. Hence, the routing table in Option 1 should contain at least a UE ID and the information of next hop IAB node. In this case, whenever a new UE is attached to the IAB network, the corresponding UE ID has to be distributed to each intermediate IAB node along the path so that routing table have the corresponding entry. This UE ID based routing table configuration process apparently leads to lots of signaling overhead due to the large number of access UEs at each IAB node. In addition, it may take a long time to finish the routing table configuration process in the backhaul route with multiple hops. Since a packet could be forwarded only after the routing table configuration is finished, a new UE may have to wait for a long time before starting transmitting/receiving any data, leading to a large delay for the initial data delivery.  
In Option 2, situation get worse as routing table should contains UE bearer ID and the corresponding next-hop information. Whenever a new bearer is setup at UE, the UE ID and bearer ID (or a global UE bearer ID) has to be distributed for updating routing table. Similarly, this would not only generate lots of signaling overhead, but also lead to a large delay for the initial data delivery. 
In Option 3, only destination node ID and the corresponding next-hop information is needed in the routing table. As the routing table has no UE-specific information, it need not to be updated whenever a UE is attached or a UE bearer is built up. Instead, only when an IAB node is attached, routing table could be updated correspondingly. Hence, the signaling overhead is minimized for routing table configuration. Furthermore, whenever a UE is attached, its serving IAB node could start relaying traffic for it by using an existing route to/from the donor. As a result, the delay for the initial data delivery is significantly reduced compared with Option1 and Option2. 
Therefore, it is proposed to support routing according to the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 
Proposal 2:  It is proposed to support routing based on the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 

In addition, a Cost field could be contained in the routing table to represent a forwarding preference, e.g. to minimize the number of hops between IAB Donor CU and UE. Characteristics of the route such as hop number, load status along the path, level of congestion, available QoS, or other features (to be further studied) may also be taken into consideration when determining the value of Cost field. The Cost field could be used to select a route when there are multiple potential paths exist to the same destination. 

Proposal 3: A Cost field could be contained in the routing table to help in route selection and route update. 

 2.3 Configuration of routing table
In the case of routing according to the destination node ID, routing table should be configured or reconfigured in the following case:
 whenever topology change occurs due to the new IAB-node’s attachment, parent IAB node re-selection, IAB node handover, etc.;
whenever the qualities of active radio links change so much that some new route may provide a better throughput, a lower latency, etc.;
whenever the loads at IAB nodes change so much that a more balanced load distribution could be provided by re-configuring routes. 
Proposal 4: Routing table could be configured or reconfigured due to the changes of topology, radio-link quality, and load of IAB nodes.  
As IAB donor CU has RRC entities for all the IAB nodes’ MT parts in Architecture 1a and 1b, it could collect all the topology, radio-link, and IAB-node-load related information easily. Hence, it is a natural solution to decide the downlink/uplink routes to/from each IAB node by IAB donor CU. In Architecture 2a, IAB donor could also maintain the topology of IAB network through exchanging information between IAB nodes and IAB donor with some enhancement on Xn interface. 
After making the routing decision, IAB donor should perform the routing configuration to IAB node. In Architecture 1a and 1b, IAB donor could communicate with IAB node either by RRC signaling or by F1AP signaling. Hence, routing table could be configured through RRC signaling or F1AP signaling between IAB donor and each IAB node.  
Proposal 5: Both uplink and downlink routing should be decided by IAB donor, and routing table could be configured through RRC or F1AP signaling between IAB donor and each IAB node.  

Proposal 6: Adopt the TP on IAB routing configuration provided in the Annex.
Conclusion

In this contribution, we discussed the routing design in multi-hop IAB network. And we have the following proposals:

Proposal 1: Routing could be implemented by configuring a routing table at each IAB node. 
Proposal 2:  It is proposed to support routing based on the destination node ID instead of UE ID or UE bearer ID, and the basic content of the routing table should at least contain destination node ID and the corresponding next-hop IAB node information. 

Proposal 3: A Cost field could be contained in the routing table to help in route selection and route update. 

Proposal 4: Routing table could be configured or reconfigured due to the changes of topology, radio-link quality, and load of IAB nodes.  
Proposal 5: Both uplink and downlink routing should be decided by IAB donor, and routing table could be configured through RRC or F1AP signaling between IAB donor and each IAB node.  

Proposal 6: Adopt the TP on IAB routing configuration provided in the Annex.
Annex

Text Proposal for TR 38.874
********* Start of Change **********

9
Backhaul aspects

Editor’s note:
Primary responsible WG for this clause is RAN3.

x Routing 

9.x.x Routing table and its configuration 

When a packet arrives at an intermediate IAB node (or IAB donor in downlink), it should be routed to a destination node before being delivered to IAB Donor CU or UE. To realize that, a routing table could be configured at each IAB node in order to indicate how to transfer the arrived traffic. The criterion of route selection could be based on hop number, overall spectrum efficiency, achievable data rate of the selected route, or the maximum achievable throughput of the whole IAB network in a global view. 

The basic content of the routing table should at least contain destination node ID and the corresponding information of the next hop, which could be the next-hop node ID. The node ID may be cell ID, ID of DU or MT at a IAB node, or other identifier (to be further studied). A Cost field could be contained in the routing table to represent a forwarding preference, e.g. to minimize the number of hops between IAB Donor CU and UE. Characteristics of the route such as hop number,  loading along the path, level of congestion, knowledge of the available QoS, or other features (to be further studied) may also be taken into consideration when determining the value of Cost field. The Cost field could be used to select a route when there are multiple potential paths exist to a same destination, or be used as a criterion to determine whether need to update route to a destination or not. 

For each destination node, one or multiple secondary routes could be configured to support fast and reliable data delivery when suffering link break or node failure in the primary route.  

Routing table could be configured or reconfigured due to the changes of topology, radio-link quality, and load of IAB nodes as described in the following cases:.

whenever topology changes occur due to the new IAB-node’s attachment, parent IAB node re-selection, IAB node handover, etc.;

whenever the qualities of active radio links change so much that some new route may provide a better throughput, a lower latency, etc.;

whenever the loads at IAB nodes change so much that a more balanced load distribution could be provided by re-configuring routes. 
The routing configuration process is used to add/replace/remove the entries in the routing table of a IAB node. It could be implemented by F1AP or RRC signaling (to be further studied). The routing configuration should be determined in a centralized manner based on an existing topology at IAB donor. Routing table could be configured through RRC signaling or F1AP signaling between IAB donor and each IAB node.  
An example of routing table is shown as follows. According to the routing table, IAB node D would forward packets with destination address of Node A to IAB node B. The cost field in the routing table shows the hop number from the Node D to Node A in this example. 
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Figure 9.x.x-1. An example of routing table at an IAB node 
The following figures shows an example of how to configure routing table of IAB Node B in the topology shown in Fig 9.x-1. The detailed process includes the following steps.

Donor CU decides to configure a new route for Node B based on updated topology information, and sends an F1AP message to DU2 with an inner F1AP routing configuration message and its destination Node B. 

Donor DU2 extracts the inner F1AP routing configuration message, adds an Adapter header with destination address of Node B, and sends it to Node D.

Node D forwards the RLC SDU to the destination Node B. Node B reads the F1AP routing configuration message and performs routing configuration. 
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Figure 9.x.x-2. An example of routing configuration procedures by F1AP signaling
It should be noted before delivering the routing configuration to Node B, a route has to be set up at first from IAB Donor to Node B. That is, the routing table at the intermediate nodes (Node D in the example) should indicate how to arrive Node B. 

9.x.x Traffic Routing Procedures

Traffic routing of UL data
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Figure 9.x.x-1. An example of routing configuration procedures by F1AP signaling
Given a route from Node 2 to Donor CU as Node 2--Node 1--Donor DU 1--Donor CU, the detailed UL data routing procedures include the following steps.

Node 2 puts destination ID of DU1 into Adapt header, and generates a RLC SDU with the  F1-U packet from the DU at Node 2.

Node 2 sends the RLC SDU to Node 1.

Node 1 forwards the RLC SDU to Donor DU1 according to its routing table. 

Donor DU1 extracts the F1-U packet and sends it to Donor CU via F1-U interface. 

Traffic routing of DL data: option 1

For Traffic routing of DL data, one option is to attach the destination address in  the F1-U packet. Hence, this option requires to enhance the legacy F1-U protocol by introducing a field for destination address in DL USER DATA frame. 
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Figure 9.x.x-2. An example of routing configuration procedures by F1AP signaling
Given a route from Donor CU to Node 2 as Donor CU-Donor DU--Node 1--Node 2, the detailed DL data routing procedures include the following steps.

Donor CU sends an inner F1-U packet and the destination address to Donor DU by F1-U interface. Here some enhancement on DL USER DATA frame of F1-U is required to contain the destination of the inner F1-U packet. 

Donor DU extracts the destination address, puts it into the Adapt header, and generates a RLC SDU with the Adapt header and the received  inner F1-U packet.

Donor DU sends the RLC SDU to Node 1. 

Node 1 forwards the received RLC SDU to next hop Node 2 according to its routing table. Node 2 extracts the inner F1-U packet and sends it to its DU after receiving the RLC SDU . 

Traffic routing of DL data: option 2

For Traffic routing of DL data, a second option is configure a mapping table between TEID and destination address in advance at Donor DU, which could be implemented by using extra F1AP signaling. 
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Figure 9.x.x-3. An example of routing configuration procedures by F1AP signaling

Given a route from Donor CU to Node 2 as Donor CU-Donor DU--Node 1--Node 2, the detailed DL data routing procedures include the following steps.
Donor CU sends an F1-U packet to Donor DU by F1-U interface. 
Donor DU reads the TEID of F1-U packet and finds the corresponding destination for the F1-U packet. Here a mapping table between TEID and destination address is required to be configured at Donor DU in advance. The configuration could happen when the UE data bearer is setup. 
Donor DU generates a RLC SDU with the destination and the received F1-U packet, and sends it to Node 1.

Node 1 forwards the received RLC SDU to next hop Node 2 according to its routing table. Node 2 extracts the F1-U packet and sends it to its DU after receiving the RLC SDU . 

Traffic routing of F1AP message
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Figure 9.x.x-4. An example of routing configuration procedures by F1AP signaling
Given a route from Donor CU to Node 2 as Donor CU-Donor DU--Node 1--Node 2, the detailed DL F1AP message routing procedures include the following steps.

Donor CU sends an inner F1AP message and the destination address to Donor DU by F1 interface. Here some enhancement on F1AP is required to contain the destination and the inner F1AP message. 

Donor DU extracts the destination address, put it into the Adapt header, and generates a RLC SDU with the Adapt header and the received  inner F1AP message.

Donor DU sends the RLC SDU to Node 1. 

Node 1 forwards the received RLC SDU to next hop Node 2 according to its routing table. After receiving the RLC SDU, Node 2 extracts the inner F1AP message and sends it to its DU . 
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