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Introduction
In the objective of study item on NR Industrial Internet of Things (NR-IIoT [1]), the following has been approved: “Enhancements (e.g. for scheduling) to satisfy QoS for wireless Ethernet when using TSN traffic patterns as specified in TR 22.804 (RAN2/RAN1)“. In this paper, we discuss how to support deterministic periodic traffic, one of the typical TSN traffic patterns, with configured grants. This paper is a revision of R2-1814815 with more in-detailed analysis. 
On support of one periodic flow 
As summarized in TR 22.804 ‎[2], two noteworthy characteristics of communication in automation are: periodicity and determinism. Determinism here means that the delay of message delivery is bounded, whereas periodicity means that the same message is generated every specific period (or cycle time). Several use-cases are found in ‎[2]: for instance, motion control, control-to-control communication, mobile robot, and process automation. Most of these use-cases generate/receive TSN traffic with deterministic periodical latency bounded traffic.

UL configured grant (CG) are an essential component for supporting TSN deterministic periodic traffic. This conclusion is reached because of several merits of CG that are efficiently utilized by the characteristics of TSN deterministic periodic traffic. Unlike dynamic grants, CG does not require scheduling request (SR) and the associated response (in PDCCH) to allocate UL transmission resources. Hence:
· Packet delivering latency is minimized, when compared to a dynamic scheduling scheme with dynamic grants. In dynamic scheduling, UE may need to send SR and gNB responds to it by an UL grant on PDCCH, every time UE has new packet and does not have UL resources to transmit that packet. 
· UL/DL control (UCI/DCI) channels are freed up from continues usage by scheduling requests (over PUCCH/PUSCH) and dynamic grants (over PDCCH), which increases spectral efficiency.  
UL configured grant requires that gNB is aware of UE’s traffic pattern. Knowing UE’s traffic pattern, gNB can also send DCI to grant UL transmission resources just before needed. However, this would lead to a large increase of PDCCH usage to send dynamic grant, especially considering that this PDCCH has to be transmitted with high aggregation level to satisfy the reliability requirement. If we consider that the downlink control channel might not have resources every very short periodicity (e.g., 0.5ms), this might result in delay the PUSCH access. Thus, we propose that 
[bookmark: _Toc525420276][bookmark: _Toc525422307][bookmark: _Toc525422324][bookmark: _Toc525422888][bookmark: _Toc525422895][bookmark: _Toc525422906][bookmark: _Toc525423495][bookmark: _Toc525423512][bookmark: _Toc525423517][bookmark: _Toc525423532][bookmark: _Toc525843395][bookmark: _Toc525843413][bookmark: _Toc525849418][bookmark: _Toc528850432][bookmark: _Toc528850443][bookmark: _Toc528850492][bookmark: _Toc528850514][bookmark: _Toc528853695]Configured grant is a feasible basis to support deterministic periodic traffic.

It goes without saying that, to better utilize configured grants, network should be aware of the traffic pattern in terms of packet arrival interval, offset, packet size, and etc. We should then study how to better align the configured grant resource allocation to the characteristics of the periodic TSN traffic pattern, in terms of periodicity, offset and message size. A mis-alignment between the traffic arrival and the allocated resource leads to delay for each packet. A natural follow-up challenge, of course, is to make sure the alignment work properly under some uncertainties such as message arrival jitter.
[bookmark: _Toc528850433][bookmark: _Toc528850444][bookmark: _Toc528850493][bookmark: _Toc528850515][bookmark: _Toc528853696]RAN2 to study solutions to better allocate configured grant resources to align with the traffic pattern of the deterministic periodic TSN traffic.
On support of multiple TSN flows 
A single CG configuration within a cell/BWP can support industrial streams/flows with similar periods and other requirements (such as, latency, reliability, jitter, etc.). However, in industrial networks, multiple streams (flows) generated at a node is a very common use-case, e.g., robot arm with several actuators, sensors and monitoring devices; yet connected to a single radio module and so no CA/DC. 
As a result, such multiple streams differ in its characteristics, e.g., arrival time, and payload size as shown in Figure 1. The blue stream has medium size payload (in compared to the yellow and red streams). Also, the packet from the blue stream arrives at offset zero, followed by the yellow stream and the red stream, which arrived at T and 2T offsets, respectively. 
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[bookmark: _Ref527660698]Figure 1. Industrial deterministic streams with different arrival, and payload size.
Furthermore, multiple streams can be characterized by different periodicity, latency and reliability requirements, as shown in Figure 2. Suppose the yellow stream requires not so critical reliability and latency, whereas both red and blue streams are critical. The grant’s configurations such as MCS and repetition for blue and red stream are different from those for the yellow stream. Also, some streams (like blue), differs in their arrival pattern and periodicity than others (like red). Hence, these streams cannot be supported via single configuration CG, even if this configuration was supporting very short periodicity, because it will have the same configuration parameters, e.g., MCS index, latency, slot period, K-repetition.
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[bookmark: _Ref527661834][bookmark: _Ref528830237]Figure 2. Industrial deterministic streams with different pattern, periodicity, latency & reliability requirements.

A potential enhancement of CG/SPS is to enable multiple configurations for a UE within a single serving cell/BWP. This enables the UE to have multiple pre-configured transmission occasions with different settings, e.g. periodicity, time offset, frequency resources, MCS index, etc. For instance, illustrated by Figure 2, the red stream can be transmitted on configuration 1, the blue stream can be transmitted on configuration 2, and the yellow stream can be transmitted on configuration 3. Each of configurations 1,2, and 3, has different offset from the beginning of the slot/frame. Also, the time duration, and resource block, can be different. Additionally, other parameters, such as periodicity, MCS indices, and repetitions, could be different to fit the requirement of the industrial (TSN) stream. Therefore, with such multiple configurations the network can satisfy the QoS requirements (that can be translated into RAN parameter, i.e., periodicity, time duration, frequency resources, MCS index, and repetition) for all industrial streams per TSN node (UE). 
[bookmark: _Toc528850408][bookmark: _Toc528850424][bookmark: _Toc528853690]Multiple configurations of UL CG and DL SPS is a feasible solution to support multi-Streams/Flows industrial TSN traffic.

Another advantage of using multiple configurations CG is to overcome mis-alignment of data arrival at the transmitter side. This occurs if data at application layer was generated earlier/later than expected, hence arrival at MAC/PHY will be mis-aligned with the granted resources. Therefore, with multiple configurations CG, UE can choose to send and avoid mis-alignment.
[bookmark: _Toc528850409][bookmark: _Toc528850425][bookmark: _Toc528853691]Multiple configurations can be useful in the scenario of mis-alignment in arrival of TSN data.

Currently the MAC specification does not enable multiple configurations per single cell/BWP, as stated under clause 5.8.2: “Multiple configurations can be active simultaneously only on different Serving Cells.”. Enabling multiple configurations per cell for pre-configured type of grants such as CG/SPS, is not the first time to be introduced. Notably, it has been introduced in V2X WI both for the sidelink and the Uu interface and later introduced for LTE in the HRLLC WI. 
[bookmark: _Toc528850434][bookmark: _Toc528850445][bookmark: _Toc528850494][bookmark: _Toc528850516][bookmark: _Toc528853697]Enable multiple configurations of configured grant within a single cell and BWP to support multiple Industrial/TSN streams with different characteristic.

On support of a mixture of traffic flows
In industrial environment, it is discussed that a UE or multiple UEs receive multiple traffic from different services simultaneously ‎[2]. This implies that periodic TSN traffic is expected to arrive to a UE together with, for example, monitoring (e.g., eMBB or others) type of traffic. In such scenarios, UE might face issues that disturb its expected performance to deliver the periodic deterministic TSN traffic, as described below. On one hand, NR network is expected to meet deterministic critical TSN traffic at all costs. On the other hand, it is an advantage if the network meets the critical TSN requirement while not sacrificing spectral efficiency.

Periodic TSN traffic sent over un-reliable dynamic grant
In this scenario, network allocates CGs with very short periodicity. When network realizes the arrival of eMBB data, it sends a dynamic grant that fits between configured grant occasions (but not overlaps with CG). Such grant might be short in duration because of CG short periodicity, hence the existing LCP restriction on LCH maxPUSCHDuration is not sufficient. 
Figure 3 describes the scenario where a (short, yet unreliable) dynamic grant fits between two occasions of CG. If both TSN and eMBB are available before the dynamic grant, then TSN traffic will also be fit in this short but unreliable dynamic grant. The only current LCP restriction is on the maxPUSHDuration however not applicable in this scenario where grants of same sizes are assumed. Therefore, multiplexing both TSN and eMBB in the dynamic grant will result in requesting retransmission of the TSN data, hence might not meet the latency requirement. 
[bookmark: _Toc528850410][bookmark: _Toc528850426][bookmark: _Toc528853692]Restricting critical traffic from being sent over unreliable dynamic grant improves the system performance, i.e., avoids extra latency resulting from un-reliable transmissions and enhances spectral efficiency.
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[bookmark: _Ref528866200]Figure 3. TSN critical traffic fits in unreliable (yet short duration) dynamic grant.
Non-Critical traffic is transmitted instead of critical traffic in CG 
In some cases, non-critical traffic, e.g., eMBB, might be sent in configured grants that are configured for TSN traffic. Such cases, discussed below, might result in an increase of spectral inefficiency.
Mis-alignment of data arrival at critical (high priority) LCHs is a potential scenario under deterministic periodic TSN traffic. If such scenario occurs, UE might miss transmission of critical TSN LCH. Since there is no other high priority LCH data, the non-critical eMBB traffic might be sent in the configured grant, as illustrated in the occasion 2 of Figure 4.  While LCP restrictions avoiding usage of configured grant exist for Type 1, there are currently no such restrictions defined for Type 2.
[bookmark: _GoBack][image: ]





Figure 4. Problem with existing specification (without CG Type2 restriction) when handling intra-UE mixed services.

[bookmark: _Toc528850411]Note that gNB might have allocated configured grant resources to be sharable between UEs. Transmitting data from eMBB LCH into URLLC configured grant, might increase the interference to other UEs (given that this UE did not have URLLC data to be sent at the current configured grant occasion). 
[bookmark: _Toc528850412][bookmark: _Toc528850427][bookmark: _Toc528853693]Sending eMBB LCH’s data on critical configured grant occasion might unnecessary increase interference to other UEs.

Way forward
It becomes obvious from the above that in all described scenarios the underlying problem is that a logical channel is transmitted in a grant that was not intended to serve the logical channel. 
[bookmark: _Toc528850413][bookmark: _Toc528850428][bookmark: _Toc528853694]Transmitting critical or non-critical traffic on the un-intended grant might result in degrading system performance.
Hence, a solution direction to avoid such problems is to evaluate introducing further MAC transmission restrictions on LCHs.  Such that each LCH is transmitted on the intended grant for it, using LCP procedures. One example could be to better support using configured grants for periodic TSN traffic, a restriction of deterministic periodic traffic on configured grant and configured grant to be used only by a deterministic periodic traffic seems beneficial.
[bookmark: _Toc528850435][bookmark: _Toc528850446][bookmark: _Toc528850495][bookmark: _Toc528850517][bookmark: _Toc528853698]RAN2 is to study introducing further LCP restrictions to avoid LCH being transmitted on a non-intended grant type.

Conclusion
The following observations have been made:
Observation 1	Multiple configurations of UL CG and DL SPS is a feasible solution to support multi-Streams/Flows industrial TSN traffic.
Observation 2	Multiple configurations can be useful in the scenario of mis-alignment in arrival of TSN data.
Observation 3	Restricting critical traffic from being sent over unreliable dynamic grant improves the system performance, i.e., avoids extra latency resulting from un-reliable transmissions and enhances spectral efficiency.
Observation 4	Sending eMBB LCH’s data on critical configured grant occasion might unnecessary increase interference to other UEs.
Observation 5	Transmitting critical or non-critical traffic on the un-intended grant might result in degrading system performance.

[bookmark: _Toc528850436][bookmark: _Toc528850447][bookmark: _Toc528850496][bookmark: _Toc528850518][bookmark: _Toc528853699]Based on the discussion above, we propose the following:
Proposal 1	Configured grant is a feasible basis to support deterministic periodic traffic.
Proposal 2	RAN2 to study solutions to better allocate configured grant resources to align with the traffic pattern of the deterministic periodic TSN traffic.
Proposal 3	Enable multiple configurations of configured grant within a single cell and BWP to support multiple Industrial/TSN streams with different characteristic.
Proposal 4	RAN2 is to study introducing further LCP restrictions to avoid LCH being transmitted on a non-intended grant type.

Lastly, the text proposal summarizing the paper is in Section 7. We propose that
Capture text proposal from Section 7 in the TR 38.825.
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Text proposal to TR 38.825
[bookmark: _Toc525833425]6.5	QoS and scheduling enhancements
Editor’s note: RAN2 responsibility with potential PHY impacts handled by RAN1
[bookmark: _Toc525833427]6.5.1	On support of one periodic TSN flow
UL configured grant (CG) is a feasible basis to support TSN deterministic periodic traffic because 
· Packet delivering latency is minimized, when compared to a dynamic scheduling scheme with dynamic grants. 
· UL/DL control (UCI/DCI) channels are freed up from continues usage by scheduling requests (over PUCCH/PUSCH) and dynamic grants (over PDCCH), which increases spectral efficiency.
UL configured grant requires that gNB is aware of UE’s traffic pattern and a mis-alignment between the traffic arrival and the allocated resource might happen. Thus, solutions to better allocate configured grant resources to align with the traffic pattern of the deterministic periodic TSN traffic are needed.

6.5.2	On support of multiple periodic TSN flows
Multiple active configured grants per cell/BWP is a feasible solution to support multiple periodic and deterministic TSN flows with different traffic characteristics.

6.5.3	On support of a mixture of traffic flows
In the case of a mixture of periodic and deterministic traffic flows with other non-deterministic and best effort traffic flows, periodic and deterministic traffic flows should not be sent on un-reliable grants and it is beneficial to limit the transmission of non-critical traffic on the grant intended for critical traffic. In other words, it might happen that critical or non-critical traffic are transmitted on the un-intended grant, which result in degrading system performance. Further LCP restrictions to avoid LCH being transmitted on a non-intend grant type is beneficial.
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