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[bookmark: OLE_LINK27][bookmark: OLE_LINK28]Introduction
In the previous RAN2 meeting, IAB WI proposed a text proposal [1] including two of the AQR architectures for IAB. This contribution discusses the details of these two ARQ architectures and studies what benefits are brought, and the impacts of RLC layer of these two ARQ architectures. 
Furthermore, in RAN2#103 meeting, as per the TP regarding the L2 structure captured in TR 38.874, RLC reassembling function becomes an optional function in each intermediate IAB node. If RLC reassembling function is only performed in IAB donor CU and access IAB node,  
In this paper, we will provide a complete comparison between HbH ARQ, E2E ARQ, and E2E ARQ with reassembling. 
Discussion
1.1. [bookmark: OLE_LINK19][bookmark: OLE_LINK20]Comparison between E2E ARQ without reassembling, E2E ARQ with reassembling, HbH ARQ
In hop by hop ARQ, when RLC PDU is received by one of the intermediate IAB node, receiving IAB node should provide feedback to the neighbor transmitting IAB node. The receiving IAB node should reassemble segments in order to inspect whether the RLC PDU is successfully received in order to provide the feedback. Thus end to end RLC reassembling function only applies in end to end ARQ. 
Observation 1: HbH ARQ doesn’t support E2E RLC reassembling function.
Since E2E RLC reassembling only applies to end to end ARQ, to make it short, we will use E2E reassembling in the following text to indicate E2E ARQ with E2E reassembling. 
In this section, given the entries from the ARQ comparison table table in TR 38.874, we will study the benefits and flaws of E2E reassembling comparing with HbH ARQ and E2E ARQ with HbH reassembling.
a) Forwarding latency
In E2E ARQ with HbH reassembling and HbH ARQ, every intermediate IAB node reassembles each RLC SDU segment upon reception of all segments. The intermediate IAB node has to wait for the arrival of all segments of a RLC SDU before forwarding the assembled RLC PDU. On the contrary, in E2E reassembling, the intermediate IAB node doesn’t have to wait the arrival of other segments of the same RLC SDU, it just forwards the RLC segment upon the reception from its neighbor node. Therefore, E2E reassembling introduces less forwarding latency. 
Observation 2: E2E reassembling introduces less forwarding latency. 
b) Latency due to retransmission
[bookmark: OLE_LINK8][bookmark: OLE_LINK9]In both E2E ARQ with HbH&E2E reassembling, if a packet is detected lost, this packet will be re-transmitted through all hops between UE and Donor DU. On the contrary, in HbH ARQ, the lost packet will be only re-transmitted in the hop where the packet is lost. So E2E ARQ with HbH&E2E reassembling leads to higher latency due to retransmission.
Observation 3: E2E ARQ with HbH&E2E reassembling leads to higher latency due to retransmission.
c) Capacity
As the analysis above, in E2E ARQ with HbH&E2E reassembling, if one segment of a RLC SDU is lost, then this lost RLC SDU segment has to be re-transmitted through the whole link from UE to Donor DU. However, in HbH ARQ, the lost segment of a RLC SDU can be transmitted over one hop. In a word, E2E ARQ with HbH&E2E reassembling lead to lower capacity compared to HbH ARQ. 
Observation 4: E2E ARQ with HbH&E2E reassembling lead to lower capacity compared to HbH ARQ.
d) Hop count limitation due to RLC parameters
In terms of the longer re-transmission latency introduced by E2E ARQ with HbH&E2E reassembling, E2E ARQ with HbH&E2E reassembling has the larger window size as in HbH ARQ. Also a larger RLC SN length is also required in E2E ARQ with (without) reassembling.
Observation 5: hop count is limited to both E2E ARQ with HbH&E2E reassembling due to RLC parameters.
e) Hop count limitation due to PCDP parameters
In E2E ARQ with HbH&E2E reassembling, PDCP out of re-ordering window issue can be resolved, due to the fact that the RLC ACK/NACK feedback is sent from the AM RLC entity in the node which also have a corresponding PDCP entity. As a result, the PDCP entity of transmit side won’t send PDUs whose SN is larger than the upper edge of the reordering window of the receiving side.  
Observation 6: Hop count does not impact disorder of PDCP PDUs due to RLC ARQ in E2E reassembling.
f) Processing and memory impact on intermediate IAB-nodes
In E2E ARQ with HbH reassembling, for each intermediate IAB node, it has to store the received segment, until all the segments of this RLC SDU are received in order to reassemble the RLC SDU. Then similar to HbH ARQ, E2E ARQ with reassembling requires processing and memory in intermediate IAB-nodes. Hence, the processing and memory impact on intermediate IAB-nodes is larger as same as in HbH ARQ. 
Observation 7: As in HbH ARQ, in E2E ARQ with HbH reassembling the processing and memory impact on intermediate IAB-nodes is larger than in E2E reassembling.
g) RLC specification impact
In E2E reassembling, retransmission has to go through all hops between UE and Donor DU. As reassembling is an existing processing in NR, it would have the same RLC specification impact as in E2E ARQ with HbH reassembling. 
[bookmark: OLE_LINK7]Observation 8: both E2E ARQ with HbH&E2E reassembling has only some stage 3 RLC specification impact.
h) Operational impact for IAB-node to IAB-donor upgrades
[bookmark: OLE_LINK5][bookmark: OLE_LINK6]In E2E ARQ with reassembling, RLC SDU segments are only reassembled on UE and Donor DU only. So compared to E2E ARQ without reassembling and HbH ARQ, E2E ARQ with reassembling has more operational work required to do in order to update operational impact IAB node. 
Observation 9: E2E ARQ with reassembling has more operational impact for IAB node.
i) Configuration complexity
In E2E ARQ without reassembling, the ARQ applies only between UE and Donor DU. Hence RLC timers are configured up to the hop count. And in E2E ARQ with reassembling, as same as in E2E ARQ, RLC timers are hop-count dependent. 
Observation 10: in E2E reassembling, as same as in E2E ARQ with HbH reassembling, RLC timers are hop-count dependent.
j) Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
[bookmark: OLE_LINK3][bookmark: OLE_LINK4]Like in E2E ARQ with HbH reassembling, in E2E reassembling, lossless delivery of UL data during topology change could be guaranteed by retransmitting the unsuccessfully received packets from the ARQ peer node. For HbH ARQ, as we identified in the previous meeting which has been fully discussed and captured in TR 38.874, in that the current specification cannot ensure data lossless delivery in the case of topology change. 
Observation 11: in E2E reassembling lossless delivery ensured due to end to end RLC feedback.
In the above discussion, we compared the new introduced E2E reassembling ARQ mode with previous HbH ARQ and E2E ARQ with HbH reassembling, it is suggested that RAN2 to c apture the above observations in the ARQ comparison table in TR 38.874.
Proposal 1: Capture the above observations in the ARQ comparison table in TR 38.874. 
1.2. Down selection of RLC ARQ
· Hop-by-hop ARQ:  
In hop-by-hop ARQ mechanism, which inherit legacy ARQ, one peer ARQ entities only conduct the adjacent hop air interface, for example hop 1 won’t impact hop 2, which means that missing packet detection and retransmission will aim at to recover potential errors in this one-hop link. After the successfully transmission in hop 1, this IAB node doesn’t have to worry about the channel quality of hop 2 channel quality, the re-transmission in hop 2 won’t impact any redundant re-transmission in hop 1


Figure 1: hop by hop ARQ
· end-by-end ARQ:  
In the architecture discussion, some companies raise a potential direction to use an end-to-end ARQ in IAB architecture, which means that ARQ function just resides in the two endpoints of the path, i.e. between UE and donor or between access node and donor, as indicated in figure 2. 
As illustrated below, if when a RLC PDU is successfully transmitted in hop 1 and 2, but not successfully transmitted in hop 3, for end-to-end ARQ mechanism, the RLC STATUS REPORT should be send through IAB node 1 and IAB node 2 to UE. In this circumstance, the RLC STATUS REPORT may take a long time. Furthermore, the same packet should be re-transmitted through hop 3, but unnecessary retransmission in hop 1 and hop 2. 
Observation 12: end-to-end ARQ brings redundant re-transmission in the hop where packet has been successfully transmitted. 
Once a missing packet is detected, this packet will be retransmitted in all of links. But in fact this packet may be successfully transmitted in several links but failure only occurs in one link or the last link. Retransmission will consume more radio resources and high delay will be introduced. So we have strong concern that in case there is radio failure in one hop, this end-to-end ARQ will increase missing packet detection delay and drains the radio resources in the hop where packet has been successfully transmitted. 
Observation 13: the redundant re-transmission caused by end-to-end ARQ will increase missing packet detection delay and drains the radio resources in the hop where packet has been successfully transmitted. 
Another side effect is the missing packet detection will be more difficult than one-hop link because all of links worst situation should be considered and detection timer and delay will be largely increased. Moreover, in some extreme case, e.g. achieving ARQ maximum retransmission number, there is no way for the end node to be aware that which link is broken in this multiple hops chain. When one node reaches the maximum re-transmission number, the whole transmission is down.


Figure 2: end-to-end ARQ
Observation 14: for end-to-end ARQ, due to the unexpected radio quality in multiple hops caused by redundant re-transmission, the maximum re-transmission number have to be configured dramatically outnumbered the legacy maximum re-transmission number, which may increase the latency tremendously.
As per the above observation, we identified many defects for end-to-end ARQ, so we kindly ask RAN2 to agree hop-by-hop ARQ. 
Proposal 2: RAN2 to agree hop-by-hop ARQ for the IAB architecture.
Conclusion 
In the first section of this contribution, we discussed how E2E reassembling works, and we propose to capture the features of E2E reassembling to compare with the other two ARQ modes:
Proposal 1: Capture the above observations in the ARQ comparison table in TR 38.874. 
And after that, we deeply analysis HbH ARQ and E2E ARQ, we propose:
[bookmark: OLE_LINK12][bookmark: OLE_LINK13]Proposal 2: RAN2 to agree hop-by-hop ARQ for the IAB architecture.
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· Annex		Text Proposal for TR 38.874
********* Start of Change **********
· [bookmark: _Toc525213634]8.2.3 	Multi-hop RLC ARQ
For RLC AM, ARQ can be conducted hop-by-hop along access and backhaul links (Figure 8.2-1b, c and 8.2-2). It is also possible to support ARQ end-to-end between UE and IAB-donor (Figure 8.2-1a). Since RLC segmentation is a just-in-time process it is always conducted in a hop-by-hop manner. The figures show example protocol stacks and do not preclude other possibilities.
The study includes hop-by-hop and , end-to-end RLC ARQ with hop-by-hop reassembling and end-to-end RLC ARQ with end-to-end reassembling and . 
The type of multi-hop RLC ARQ and adaptation-layer placement have the following interdependence:
· End-to-end ARQ: Adaptation layer is integrated with MAC layer or placed above MAC layer
· Hop-by-hop ARQ:  No interdependence

End-to-end reliability requires further study.

Table 8.2.3-1: Observations for hop-by-hop ARQ, end-to-end RLC ARQ with hop-by-hop reassembling, and end-to-end RLC ARQ with end-to-end reassembling

	Metric
	Hop-by-hop RLC ARQ
	End-to-end RLC ARQ with Hop-by-hop reassembling
	End-to-end RLC ARQ with end-to-end reassembling

	Forwarding latency
	Potentially higher as packets have to pass through RLC-state machine on each hop.
	Potentially lower as packets do not go through the RLC state machine on intermediate IAB-nodes.
	Potentially lowest forwarding latency as packets are not reassembled and do not go through the RLC state machine on intermediate IAB-nodes.

	Latency due to retransmission
	Independent of number of hops
	Increases with number of hops
	Increases with number of hops

	Capacity
	Packet loss requires retransmission only on one link. Avoids redundant retransmission of packets over links where the packet has already been successfully transmitted.
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted. 
	Packet loss may imply retransmission on multiple links, including those where the packet was already successfully transmitted.

	Hop count limitation due to RLC parameters
	Hop count is not affected by max window size.

	Hop count may be limited by the end-to-end RLC latency due to max window size.
	Hop count may be limited by the end-to-end RLC latency due to max window size.

	Hop count limitation due to PCDP parameters
	Hop count may be limited by increasing disorder of PDCP PDUs over sequential RLC ARQ hops. This may increase probability to exceed max PDCP window size.
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 
	Hop count does not impact disorder of PDCP PDUs due to RLC ARQ. 


	Processing and memory impact on intermediate IAB-nodes
	Larger since processing and memory is required on intermediate IAB-nodes. 
	Smaller since intermediate path-nodes do not need ARQ state machine and flow window.
	Smallest since intermediate path-nodes do not need ARQ state machine and flow window, and intermediate IAB node doesn’t reassemble the RLC SDU segments.

	RLC specification impact
	No stage-3 impact expected 
	Potential stage-3 impact 
	Potential stage-3 impact

	Operational impact for IAB-node to IAB-donor upgrades
	IAB-nodes and IAB-donors use the same hop-by-hop RLC ARQ. As a result, this functionality is completely unaffected by the upgrade of IAB-node to IAB-donor at availability of fiber, potentially reducing the effort required to confirm proper operation. 
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.
	End-to-end RLC ARQ results in a greater architectural difference between IAB nodes vs. IAB donor nodes. As a result, additional effort may be required to complete an upgrade of an IAB node to an IAB donor upon availability of fiber.

	Configuration complexity
	RLC timers are not dependent on hop-count.
	RLC timers become hop-count dependent. 
	RLC timers become hop-count dependent.

	Lossless delivery of UL data during topology change (e.g. failure of radio link between IAB nodes)
	Current specification cannot ensure data lossless delivery when IAB topology changes are performed without additional enhancements (examples listed below).  
	[bookmark: OLE_LINK10][bookmark: OLE_LINK11]Lossless delivery ensured due to end to end RLC feedback.
	Lossless delivery ensured due to end to end RLC feedback.
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