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<proposals are omitted>
DISUCSSION
· Huawei think congestion handling got lost in the discussion
P1: 
· Huawei think this proposal is strange. Should it be “new” mechanism. LG clarifies that IAB node implementation can handle this. 
· Intel think the current mechanism is no so good as a good mechanism should make the data be buffered at the origin at problems. QC think we don’t need to be better than the current access system. 
P2: 
· Chair propose to not agree to negative proposals.
P4
· Intel wonders what is the reporting. LG clarifies that the detailed contents is FFS. 

FFS if Flow control mechanism is not considered for the uplink data congestion problem (as the current transmission/scheduling mechanisms provide per hop “flow control”).
Flow control mechanism should be considered for the downlink data congestion problem.
Study further both end-to-end flow control (CU – Access DU or CU - Congested Node FFS) and hop-by-hop flow control for the downlink data congestion problem.
Downlink data congestion problem could be handled by a parent IAB node or the IAB donor with feedback reporting from the congested IAB nodes
R2-1812519	TP for IAB Flow Control and Congestion Handling	LG Electronics Inc.	discussion	Rel-15	FS_NR_IAB
Comeback (113), revision in R2-1813022 (LG). 
R2-1813022	TP for IAB Flow Control and Congestion Handling		LG
· Sequans think we should not make the condition that the node need to be congested to apply flow control. Chair wonder if we can interpret the word congested and bit openly. Nokia think we should talk about avoid congestion. 
· Nokia want to remove Node ID. 
· Intel think that buffer status is maybe not needed, and too specific as it means amount of data. LG think that the intention with “buffer status” is to indicate severity of congestion. Nokia think that “buffer status” is a key piece of information. 

[103#xx][IAB] TP for IAB Flow Control (LG)
	Intended outcome: Agreed TP for 38.874
	Deadline:  One Week 

Based on above online discussion, the TP has been updated as in section 2.
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8.2.X	Flow control and congestion handling
In the multi-hop backhaul, congestion may occur on intermediate IAB nodes.
On the uplink, an intermediate IAB node acts as a gNB-DU to child IAB nodes and can control the amount of uplink data from child IAB nodes and UEs by adjusting the UL grants, i.e. the current transmission/scheduling mechanisms control uplink data rate to an IAB node. This mechanism allows mitigating congestion at the intermediate IAB node. It is FFS if an additional flow control mechanism is needed to handle uplink data congestion.
On the downlink, the IAB-node’s link capacity to a child IAB node or a UE may be smaller than the link capacity of a backhaul link from the parent IAB node. The DU side of the parent IAB node may not know the downlink buffer status of the IAB node. As a result, the ingress data rate scheduled by the parent IAB-node’s DU may be larger than the egress data rate the IAB-node’s DU can schedule to its child IAB-nodes and UEs, which may result in downlink data congestion and packet discard at the intermediate IAB node. Discarding of packets at intermediate IAB nodes may have negative consequences (e.g. may lead to TCP slow start for impacted UE flows). 
End-to-end flow control (e.g. flow control via F1-U or F1*-U) could help to address packet discard at the intermediate IAB nodes due to the downlink data congestion problem to some extent by providing a downlink delivery status from the UE’s access IAB node DU in hop-by-hop ARQ to the IAB donor CU. End-to-end ARQ similarly can address packet discard by intermediate IAB nodes due to downlink data congestion. However, these mechanisms may be slow to react to local congestion problems in intermediate IAB nodes as they do not provide information to pin point at which link/node the congestion is occurring. Thus, hop-by-hop flow control may also be required together with end-to-end congestion handling. The details regarding end-to-end and hop-by-hop congestion handling mechanisms, and any interaction between them, if any, are FFS.
The congested IAB node may provide feedback information to the parent IAB node or the IAB donor. Based on this feedback, the parent IAB node or IAB donor may perform flow control and alleviate downlink data congestion. 

The flow control feedback may include the following information: 
· IAB node buffer load (FFS on the exact format and content)
· IAB node ID, where the congestion has occurred (FFS implicitly or explicitly)
· Potentially other information

The granularity of the feedback information is FFS, e.g. per UE radio bearer, per RLC-channel, per backhaul link.
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