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1. Introduction
In RAN2 NR AH1807 meeting and following email discussion [1], flow control for IAB was discussed, mainly related to DL data congestion. In this document, we detail further our view on this topic. We focus on architecture group 1.
2. Discussion
In conventional non-IAB RAN, the gNB would schedule/prioritize the UEs in DL based on link information feedback (e.g., CQI or SRS). In case of congestion/blocked link between the gNB and one UE, the PDCP layer would perform PDCP SDU discard. 
In case of disaggregated gNB, this scheduling is performed by the serving DU, whereas PDCP resides in the CU. However, a tight flow control mechanism is assumed between CU and DU. Namely, the Network UP Protocol relays PDCP feedback (successfully received/transmitted PDCP PDUs information) which enables the CU to still perform PDCP SDU discard in case of congestion at DU (on a per UE/bearer basis).
In IAB (architecture group 1), there are 2 main aspects to take into account. An arbitrary number of IAB nodes can be used between the donor DU and the UE. Moreover, it is expected that several UEs/bearers are aggregated in the same IAB RLC bearer, as relying on a one-to-one mapping is not scalable. A temporary blockage of a link (access link towards a UE or of an IAB link) may lead to undesirable behavior.
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Figure 1 - Link flow control information
For instance, assuming full buffer traffic for UEs served by the IAB tree, a sudden degradation of access link towards UE B would lead to over buffering in the IAB node X, which may lead to discard at this node. 
In case of end to end RLC ARQ, such discard would trigger retransmissions which are not desirable. In case of hop by hop RLC ARQ, or UM, such discard is not desired as well. Generally, it is preferable that the higher (earlier) layer (such as PDCP) performs the discard operation. Indeed such layer may (based on implementation) rely on further flow control towards application layers to first trigger other mechanism such as ECN, or more advanced AQM mechanism (for instance within a UE, PDCP may have tight flow control with TCP). Moreover, the PDCP layer would first perform SDU discard, while lower layers within the IAB tree would perform PDCP PDUs discard, creating PDCP SN gaps and additional reordering delay. Hence it seems preferable to avoid congestion/discard within an IAB tree.
Observation 1: In case of blockage of a link, it is not desirable to perform discard in intermediate IAB nodes
To this end, some flow control/scheduling assistance functionality could be considered. In [1], it was discussed whether hop-by-hop or end-to-end flow control (FC) is applicable for DL data congestion issue. 
2.1. End-to-end FC

In our understanding, end-to-end FC would be typically at PDCP level, and would for instance enable the PDCP transmitter at the donor CU to restrain DL transmission such as no more than  half of the PDCP SN space PDCP PDUs are pending downstream (within the IAB tree), on a per UE/bearer basis.
This can help avoiding the DL data congestion issue, as it effectively limits the amount of data which may need to be buffered in IAB nodes.

However, in order to avoid PDCP PDU discard, it can be seen that each IAB node should be able to buffer the possible pending data for each UE/bearer, which is not scalable. Moreover, such end-to-end FC would react more slowly to congestion events. 
2.2. Hop-by-hop FC

In our view, hop-by-hop FC is more adapted to handle DL data congestion issue. It can be is realized for instance by providing information/feedback to the parent node of IAB bearers (Flow Control Information in Figure 1). 
In the example of Figure 1, it is expected that IAB-node Y would reduce/stop data transmission for UE B within the aggregated RLC bearer towards IAB-node X to prevent the congestion issue at IAB-node X, while still allowing transmission to non–congested UE/nodes (such as UE A in this example). That is to say, what is needed is a per UE/bearer flow control.
We see 2 main ways to achieve per UE/bearer flow control:

· Per RLC IAB (aggregated) bearer basis flow control information, combined with per UE/bearer scheduling information within the RLC IAB bearer. This approach could be efficient as it enables to limit the flow control information overhead (no need to have FC information on a per UE/bearer basis) while reusing the scheduling information which is already discussed/needed for scheduling purpose.
· Per UE/bearer flow control information
Proposal 1: Introduce per UE/bearer flow control feedback between IAB nodes

In the discussion below, we detail “scheduling information” (which could be used to limit flow control information overhead), as well as “flow control information”.
2.2.1. Scheduling information

Regarding possible scheduling information, we see 2 main approaches:
Bottom-up approach

The access UE nodes perform radio aware scheduling of the UEs connected to them. The scheduling information (e.g. weights) are provided to the parent node, so that the IAB bearer can be fed accordingly. 

In this approach, an IAB-node would mainly report to its parent node per UE/bearer weights that should be used by the parent node to feed an IAB bearer.

In the above example, the congestion on UE B link would be reported from IAB node X to IAB node Y (relative scheduling weight of UE B would be ~0), which can stop feeding the IAB bearer with UE B data. The IAB node Y would further derive relatives weights for UE A,B,C, based on this information and internal scheduling implementation, and report them to IAN-node Z, as a requirement for feeding the IAB bearer correctly.

Top-down approach

The top level node is provided aggregated information so that it can take the main scheduling decisions (just as if all UEs were directly connected to it). 

In this approach, an IAB-node would mainly report to its parent node absolute per UE/bearer information, such as scheduling cost (e.g. in terms of radio resource/bit). Such cost might be aggregated at intermediate nodes in order to provide an aggregated value to the top level node.
In the above example, the congestion on UE B link would be reported from IAB node X to IAB node Y (absolute scheduling cost of UE B would be very high), and then further reported to IAB node Z (donor n this example). The IAB node Z would consider this cost in scheduling and reduce scheduling of UE B accordingly.

Observation 2: Scheduling information can be used to limit flow control information overhead to a per IAB RLC bearer basis
Some examples of scheduling information were already captured in the TR, section “Radio aware scheduling”. We propose to add the following option:

•
Per UE/bearer relative scheduling weights (to be used by a parent node to feed an IAB bearer) and/or absolute scheduling cost (e.g. in terms of radio resource per bit)
Proposal 2: Add to possible scheduling information in the TR: Per UE/bearer relative scheduling weights (to be used by a parent node to feed an IAB bearer) and/or absolute scheduling cost (e.g. in terms of radio resource per bit) 

2.2.2. Flow control information

Regarding actual flow control mechanism, a window based flow control could be considered, for instance by indicating a receive window size (available free memory) at the receiver. The reporting of such information might be realized by polling, periodically or trigger based.
As discussed before, the granularity of such information could be

· Per IAB bearer (aggregated bearer) basis (combined with scheduling information). In such case, it could be discussed whether any new information is needed at all, in case RLC AM is used (as RLC AM could be enough to ensure flow control).

· Per UE/bearer basis (within an aggregated IAB bearer). Conversely, such granularity might reduce the need for additional scheduling information.

Proposal 3: Consider both options: per IAB bearer FC information along with per UE/bearer scheduling information, or per UE /bearer FC information

The additional scheduling/flow control feedback information may be added at one of the following layers: RLC, MAC or adaptation layer. We propose to study further depending of the granularity and usage of the information. 
Proposal 4: Discuss further location of additional information within MAC, RLC or adaptation layer 

3. Conclusion 

In this contribution, we make the following observations and proposals:

Observation 1: In case of blockage of a link, it is not desirable to perform discard in intermediate IAB nodes
Proposal 1: Introduce per UE/bearer flow control feedback between IAB nodes
Observation 2: Scheduling information can be used to limit flow control information overhead to a per IAB RLC bearer basis
Proposal 2: Add to possible scheduling information in the TR: Per UE/bearer relative scheduling weights (to be used by a parent node to feed an IAB bearer) and/or absolute scheduling cost (e.g. in terms of radio resource per bit)
Proposal 3: Consider both options: per IAB bearer FC information along with per UE/bearer scheduling information, or per UE /bearer FC information
Proposal 4: Discuss further location of additional information within MAC, RLC or adaptation layer
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