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1 Introduction
At the 3GPP TSG RAN #75 meeting, the Study Item description on "Study on Integrated Access and Backhaul for NR" was approved [1]. 

And it was agreed in last RAN2 ad-hoc #1807 meeting that flow control/ congestion handling is included in the study [2]. This paper will further discuss problems, analysis and potential solutions for congestion handling.
2 Discussion
2.1
Data congestion for DL and UL
In the IAB scenario, downlink (DL) transmissions (transmissions from an IAB node to its child IAB nodes or UEs that access cells served by this IAB node) should be scheduled by the IAB node itself. For example in figure 1, downlink transmissions from IAB node1 to IAB node 2 are scheduled by IAB node 1 based on the DL backhaul channel quality. However, IAB node 1 is unaware of the link condition between IAB node 2 and its child node (IAB node 4) without reporting this being reported by IAB node 2. Therefore, IAB node 2 will suffer from congestion which may result in buffer overflow, due to continuously receiving downlink packets from IAB node 1, even though the link condition between IAB node 2 and its child node is very poor.
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Figure 1. Example scenario of flow control for IAB network with multiple connectivity
Similarly, there is also the potential for negative impacts on uplink (UL) data transmission due to link congestion. However, UL channel degradation may not result in dropping data at an IAB node due to buffer overflow because the UL transmissions are scheduled by the parent node, there is still a risk of traffic congestion which may impact UL QoS and hence impair the end user’s experience. For example, as shown in Figure 1, the currently used transmission path between UE and the IAB donor is the reverse of 1st path, if the uplink between IAB node 2 and IAB node 1 is congested, UL buffer overflow at IAB node 2 and IAB node 4 can still be avoided by reducing UL grants to these nodes. However, the QoS of the UE’s uplink traffic would be impacted as a result, and may not be guaranteed. The most direct impact is the increasing of latency, potentially resulting in violation of the PDB for UL flows. For GBR traffic, the UE’s buffer space may potentially overflow, resulting in data being dropped at the UE before it can be transmitted over the Uu interface.

Consequently, it will be beneficial to mitigate the impacts caused by uplink congestion for IAB networks. For example, if the IAB node 4 is notified about the congestion status of the backhaul link between IAB node 2 and IAB node 1, the IAB node 4 could have switched to another parent node which has enough uplink backhaul capacity, or otherwise mitigated the congestion by transmitting some UL traffic via another backhaul path which is relatively more vacant. 
Observation 1: Link congestion can result in negative impacts for both DL and UL in multi-hop IAB.

Observation 2: Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the BH congested link, changing the routing of some traffic to avoid the congested link, as well as flow control for date traversing the congested link.

Observation 3: UL scheduling already enables a course level of flow control for the air interface in the UL direction, whereas there is currently no similar mechanism for the DL direction.
Proposal 1: The IAB SI should address mechanisms for congestion reporting and handling for both DL and UL directions.
Proposal 2: A flow control mechanism should be considered to address data congestion of IAB backhaul links in the DL direction.
2.2
Reporting congestion of IAB links
As mentioned in Observation 2, there are many possible mechanisms to mitigate or alleviate the negative impacts of congestion. These mechanisms include flow control, among others. However, in order to enable any congestion mitigation technique, the IAB node suffering from congestion must first detect this congestion and then report the congestion condition to other nodes so that congestion mitigation techniques can be invoked. 

A mechanism needs to be defined for congestion of IAB backhaul interfaces to be reported to controlling nodes, so that the controlling nodes becomes aware of the congestion condition, and can then take action to mitigate it. The functionality currently supported by the GTP layer of the X2/Xn/F1 interface could serve as a model for this feedback (e.g. reporting lost packets or the buffer status of IAB nodes). 
In the case of flow control as a specific example, the detecting IAB node should provide feedback to an upstream transmitting node that can then control the data flow to reduce the downstream congestion. 
The downlink data delivery status (DDDS) which is carried in GTP layer may be taken as a baseline. However, there is also the need to discuss at what granularity congestion information, and particularly flow control, needs to be supported in IAB networks, e.g. at per UE level, per UE DRB level, per IAB node level, and per IAB RLC-channel level, etc. Therefore, we foresee some differences compared to DDDS, since the current DDDS reports can only provide UE DRB level reporting, which may not be the best approach for multi-hop IAB networks. For example, if some backhaul link suffers from congestion or blockage, congestion mitigation at the level of the backhaul RLC-channel or even the IAB node may be more effective than trying to mitigate congestion on a per UE DRB level. When selecting the appropriate granularity for the congestion reporting and feedback, the overhead of providing this feedback as well as the effectiveness of congestion mitigation scheme should be considered. 

Proposal 3: Different granularities for congestion reporting and feedback in an IAB network are possible (e.g. per UE level, per UE DRB level, per IAB node level, and per IAB RLC-channel level).  Which feedback granularity is most appropriate should be studied.
In addition, for architecture group 1, an adaptation layer is expected to be introduced in L2. It may be useful for the adaptation layer to carry such feedback information (e.g. flow control related feedback info) at an appropriate level of granularity.
Proposal 4: Flow control related feedback information needs to be defined for backhaul links and can be carried via the adaptation layer.
2.3
Flow control mechanisms for IAB DL
Flow control involves a transmitting node and a receiving node. The receiving node provides feedback to the transmitting node in order to control the rate of data transmissions. 

In regard to the transmitting node in the IAB DL direction, there are two potential options:

· Option 1: IAB donor is responsible for executing flow control (end-to-end flow control)

· Option 2: The immediate upstream IAB node is responsible for executing flow control (hop-by-hop flow control)

For option 1, flow control will be executed by central node, i.e. IAB donor. The IAB donor can consider feedback from all downstream IAB nodes and try to optimize DL data transmissions to achieve flow control scheme for all DL BH links. However, this may cause significant overhead due to control feedback for multiple backhaul links all being reported to the IAB donor. Furthermore, as the control feedback will potentially be forwarded across several links before it reaches the IAB donor the response latency of such a flow control scheme will be large. 

Comparatively, option 2 is likely to be both simpler and more responsive, as with this approach flow control can be conducted with minimal delay based on the local feedback received from the immediately adjacent downstream IAB node. 
Observation 4: Hop-by-hop flow control is preferable to end-to-end flow control for multi-hop IAB, because it requires less signalling overhead and has less control latency.
2.4
Topology considerations for congestion handling
In the following we further investigate possible options for handling congestion, and illustrate these with two concrete examples.
a) Single connectivity for each hop
Considering the IAB topology without multiple connectivity, Figure 2 shows an example, the IAB donor can forward UE1’s DL packet towards UE1 via IAB node 1, IAB node 2, and IAB node 3. Once the backhaul link between IAB node 2 and IAB node 3 suffers link congested or even blockage, IAB node 2 needs to report the status of this abnormal link to its upstream node (IAB node 1) or the IAB donor which is responsible for executing flow control. Then IAB node1 or the IAB donor can stop feeding new DL data, until IAB node 2 indicates that the congestion has been alleviated.
Obviously, if flow control is conducted by the adjacent upstream node, i.e. IAB node 1, the responsiveness of this control loop will be quicker when compared to the end-to-end flow control conducted by the IAB donor. That is because the former one relies on direct feedback to the upstream node, which can immediately throttle the forwarding rate of the downlink packets. On the other hand, the latter approach requires the feedback to traverse multiple hops back to the donor, and does not address DL data which is already in flight towards IAB node 2. Also end-to-end flow control would result in more signalling overhead.
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Figure 2. Example scenario of flow control for IAB network without multiple connectivity
b) IAB topology with multiple connectivity
As shown in Figure 1, the IAB donor can forward UE1’s DL packet towards UE1 through both the 1st path (via IAB node 1, IAB node 2, and IAB node 4) and the 2nd path (via IAB node 1, IAB node 3, and IAB node 4). If the IAB donor is unaware of the congestion condition of downstream links, e.g. the link between IAB node 2 and IAB node 4 may be congested or suffering from blockage, it may forward UE1’s packets through this 1st path continuously. Most of these packets may be backlogged at IAB node 2 or, even worse, be dropped due to buffer overflow. Furthermore, packets of other UEs which are served by IAB node 4 may experience the same problem as UE 1. Since there exists an alternative path between the IAB donor and IAB node 4, the congestion could be mitigated by diverting more traffic packets of UE’s served by IAB node 4 through the alternate path IAB donor->AB node 1->IAB node 3->IAB node 4. 
Similar to the case of single connectivity, the management of the traffic (selection the 1st path or the 2nd path) could be done by the IAB donor, or by an IAB node upstream of the congestion (e.g. IAB node 1). The upstream IAB node (i.e. IAB node 1) may be able to directly adjust the forwarding policy to send more packets via IAB node 3 based on feedback it receives about the congestion situation of the link between IAB node 2 and IAB node 4. Again such a local traffic management scheme may be both more responsive and more efficient when compared to an approach which depends on the IAB donor to manage the traffic across different paths. 
In such scenario, more flexible granularity of flow control can be considered in addition to the IAB node (or link level) level. For example, the IAB donor or the upstream IAB node 1 may just switch to send some specific UEs’ packets or some specific UE DRBs’ packets, which with large amount of data and causing the congestion, via IAB node 3 towards IAB node 4. 
Proposal 5: Congestion handling for both single connectivity and multiple connectivity IAB topologies should be studied.
Proposal 6: Both hop-by-hop and end-to-end congestion handling should be studied for IAB
3 Conclusion and Proposals
In this contribution we further discuss problems, analysis and potential solutions for flow control and congestion handling. And we make the following observations and proposals:
Observation 1: Link congestion can result in negative impacts for both DL and UL in multi-hop IAB.

Observation 2: Several approaches may be employed to alleviate the impacts of IAB BH link congestion, including: allocation of additional air interface resources to the BH congested link, changing the routing of some traffic to avoid the congested link, as well as flow control for date traversing the congested link.

Observation 3: UL scheduling already enables a course level of flow control for the air interface in the UL direction, whereas there is currently no similar mechanism for the DL direction.

Observation 4: Hop-by-hop flow control is preferable to end-to-end flow control for multi-hop IAB, because it requires less signalling overhead and has less control latency.
Proposal 1: The IAB SI should address mechanisms for congestion reporting and handling for both DL and UL directions.
Proposal 2: A flow control mechanism should be considered to address data congestion of IAB backhaul links in the DL direction.
Proposal 3: Different granularities for congestion reporting and feedback in an IAB network are possible (e.g. per UE level, per UE DRB level, per IAB node level, and per IAB RLC-channel level).  Which feedback granularity is most appropriate should be studied.
Proposal 4: Flow control related feedback information needs to be defined for backhaul links and can be carried via the adaptation layer.
Proposal 5: Congestion handling for both single connectivity and multiple connectivity IAB topologies should be studied.

Proposal 6: Both hop-by-hop and end-to-end congestion handling should be studied for IAB.
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