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1   Introduction
During RAN3#1807 Ad-hoc meeting, IAB QoS was discussed. According to the TP [1], IAB operation may impose additional QoS requirements, such as latency associated with multiple hops, congestion and failure of wireless backhaul links. So CU should include in the QoS request to the DUs at least some hop-count-related information pertaining to the route to the access-IAB-node-DU. In this contribution, we mainly analyze the impact of latency in IAB network and how to guarantee additional QoS requirements. 
2   Discussion
According to the TP [1], additional requirements might be considered for IAB network, such as latency associated with multiple hops. Moreover, it is regarded that congestion and failure of wireless backhaul links should be considered. In our opinion, the impact of congestion on QoS is that it introduce longer latency for data transmission or higher packet loss rate. So it can be taken into account via latency and packet loss rate during the routing and scheduling. On the other hand, the failure of wireless backhaul links can be considered separately in topology migration. In this section, we will put more emphasis on latency associated with multiple hop routing and scheduling in IAB network. 

2.1   Brief overview of Latency consideration in NR
According to TS 23.501, each QoS flow is associated with the 5QI value which defines the Packet Delay Budget (PDB). PDB defines the upper bound for the time that a packet may be delayed between the UE and the UPF. The PDB is used to support the configuration of scheduling and link layer functions (e.g. the setting of scheduling priority weights and HARQ target operating points). For a delay critical GBR QoS flows, a packet delayed more than PDB is counted as lost if the transmitted data burst is less than Maximum Data Burst Volume within the period of PDB, the QoS flow is not exceeding the GFBR. 
As shown in Figure 1(a), the PDB corresponding to a data packet in NR network includes the latency component of Tuu and Tng, which are listed as follows: 
· Tuu: For UL transmission, Tuu denotes the time duration between when a UE receives the data packet from an upper layer and when the UE successfully sends out the data packet to a serving gNB. For DL transmission, it denotes the time duration between when a gNB receives the data packet and the gNB successfully sends out the data packet to the UE.  
· Tng: For UL transmission, Tng denotes the time duration between when a gNB receives a data packet and the gNB successfully sends out the data packet to the UPF.  For DL transmission, Tng denotes the time duration between when the UPF receives the data packet and UPF successfully sends out the data packet to the gNB. 
Based on current implementation, the UL Tuu requirement is reflected via the PDCP discardTimer associated with each UE bearer. At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall start the discardTimer associated with this PDCP SDU. When the discardTimer expires for a PDCP SDU, the transmitting PDCP entity shall discard the PDCP SDU along with the corresponding PDCP Data PDU. If the corresponding PDCP Data PDU has already been submitted to lower layers, the discard is indicated to lower layers. With regard to the latency of Tng, it could be taken into account by gNB implementation. For example, gNB might estimate the Tng based on implementation and then configure the discardTimer with a value that is lower than (PDB – Tng). In this way, the PDB of a UL data packet transmission might be guaranteed.
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Figure 1 Components for latency calculation
2.2   Latency consideration for IAB network
When it comes to the IAB network, additional latency components should be considered. As shown in Figure 1(b), latency components such as Tun and Tf1 should also be considered, which are listed as follows. 
· Tf1: For UL, it denotes the time duration between donor DU receive the data packet and donor DU successfully send out the data packet to donor CU. For DL, it denotes the time duration between donor CU receive the data packet and donor CU send out the data packet to donor DU. 
· Tun: For UL, it denotes the time duration between child IAB node receive the data packet and child IAB node successfully send out the data packet to parent IAB node/donor DU. For DL, it denotes the time duration between parent IAB node/donor DU receive the data packet and parent IAB node/donor DU successfully send out the data packet to child IAB node.
When donor CU performs the PDCP discardTimer configuration for UE’s UL transmission, it might derive the discardTimer value by removing the latency component part of Tng and Tf1 based on implementation from the PDB associated with the DRB. With UL transmission as an example, UE’s transmitting PDCP entity shall start the discardTimer associated with this PDCP SDU upon reception of the PDCP SDU from upper layer. When the discardTimer expires for a PDCP SDU, the transmitting PDCP entity shall discard the PDCP SDU if it has not yet been transmitted to IAB node 1. Suppose the IAB node 1 receives the data packet from UE and schedule to transmit it to IAB node 2, it needs to further determine whether the PDB of the data packet could be guaranteed. For the CU-DU split scenario, the intermediate IAB node does not support PDCP processing for relayed data packet, it is necessary to design new discard mechanism for IAB node to determine whether the relayed data packet should be discard on intermediate IAB node or not. 
Observation 1: PDB is the upper bound for the time that a packet may be delayed between the UE and the UPF. When it comes to IAB network, the time delayed for multi-hop intermediate IAB nodes transmission should be taken into account. 
Observation 2: For the CU-DU split scenario, the intermediate IAB node does not support PDCP processing. So the legacy PDCP discard mechanism could not be directly reused for intermediate IAB node to discard the packet delayed more than PDB.
Proposal 1: It is suggested to design discard mechanism for intermediate IAB node to discard the packet delayed more than PDB.
2.2.1   Packet discard on intermediate IAB node
To support the discard mechanism, it is suggested that serving IAB node 1 could determine the PDB headroom of UE’s data packet. With the UL transmission as an example, serving IAB node 1 could start a discard timer associated with each data packet received from UE which is set to the PDB headroom value. Suppose the data packet has not successfully transmitted to IAB node 2 when the discardTimer expires, the transmitting RLC/Adapt entity shall discard the data packet. If the data packet arrives at IAB node 2, it is better for the IAB node 2 to know the remaining PDB headroom. Then the IAB node 2 might continue to check whether the PDB headroom could be ensured.  As we can see, the packet discard check should be performed all the way along the data forwarding path until the UL data packet arrives at donor DU. On the other hand, for the DL transmission, the donor DU and all the intermediate IABs along the data forwarding path should be aware of the PDB headroom. 
For the intermediate IAB node, the PDB headroom might be derived based on hop count. It assumes that latency is proportional to the number of hop count. So the PDB headroom could be determined by the number of hops to be forwarded. As we can see, the same per hop latency is assumed for the PDB headroom calculation. However, it may happen that some backhaul links are congested while others are not. It may lead to different latencies per hop. On the other hand, the data packets with different priorities might get different scheduling treatment, which also result in different latencies. So it is not appropriate to consider only the hop count for latency estimation. A new mechanism for remaining PDB headroom estimation within each intermediate IAB node should be considered. 
Observation 2: Per hop latency might be impacted by link congestion and the priority associated with data packet.  It is not appropriate to only consider the hop count for latency estimation.
Proposal 2: It is suggested to study the PDB headroom estimation within each intermediate IAB node.

2.2.2   Latency aware routing in IAB network
In addition to the packet discard along the multi-hop data path, it is necessary to consider the latency aware routing. When routing the UE data packet in IAB network, the multi-hop data forwarding delay between IAB nodes should be considered for the total delay, which should be lower than the PDB. In order to support latency aware routing in multi-hop IAB network, it is also necessary to firstly consider how to estimate the potential per hop latency along different data forwarding paths. As mentioned before, hop count is not enough as the metric for per hop latency since it is impacted by radio status and packet priority. So it is recommended to consider the per RLC bearer per hop latency for making routing and scheduling decision. 
Suppose the per hop per RLC bearer latency info is available and reported to donor CU, donor CU could determine the routing of different data forwarding paths and then configure the routing table to each MT part of IAB node and/or DU part of IAB node for subsequent latency aware data forwarding. 
Figure 2 presents an example IAB network topology. And the routing table configured in IAB node 4 is illustrated in Figure 2. As we can see, the routing table contain the destination id, next hop ID, weight for each routing entry. Here the destination node ID denotes the destination DU ID or destination UE ID. For UL, the next hop ID denotes the ID of IAB node’s DU part that the data packet shall be forwarded to. For DL, the next hop ID denote the ID of MT part of IAB node, for example, C-RNTI. The weight denotes the relative cost for forwarding the data packet to the destination node, for example, it might be the estimated transmission latency from the current node to destination node.  In addition, the routing table might also contain the IAB bearer id. This could be used to identify the different weight of IAB bearers over different paths. 
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Figure 2 Illustration of IAB network topology and routing table
Suppose IAB node 4 receive a data packet from MT part of IAB node 3 and the data packet is to be forwarded to donor DU, IAB node 4 could map this data packet to IAB bearer 1 of MT part based on the bearer mapping rules. IAB node 4 might find two available routing entries in the routing table, routing entry 1 and 2 respectively. Suppose the PDB headroom associated with data packet is 10, then no path is qualified for the data transmission. This data packet could be discarded at IAB node 4. Suppose the PDB headroom associated with this data packet is 16, IAB node 4 could only select IAB node 5 for its next hop forwarding since its weight is lower than the PDB headroom. 
With regard to DL, suppose MT part of IAB node 4 receive a data packet from IAB node 5 and the data packet is to be forwarded to UE connected to IAB node 1. Then the destination ID might be UE ID or DU ID of IAB node 1. IAB node 4 might find two available routing entries to the destination ID in the routing table, routing entry 6 and 7 respectively. Meanwhile, the data packet could be mapped to IAB bearer 2 with IAB node 2 and IAB node 3 respectively. The IAB node 4 could derive the PDB headroom, compare it with the weight of each path, and finally determine to select routing entry 7 to forward this data packet. 
Proposal 3: It is suggested to study the latency aware routing mechanism for IAB network.

Proposal 4: Hop count is not enough as the metric for routing selection. It is recommended to consider the accumulated per bearer per hop latency for routing selection.
3   Conclusion
In this contribution, we mainly analyzed the impact of latency in IAB network and how to guarantee additional QoS requirements. And we have the following observations and proposals:
Observation 1: PDB is the upper bound for the time that a packet may be delayed between the UE and the UPF. When it comes to IAB network, the time delayed for multi-hop intermediate IAB nodes transmission should be taken into account. 
Observation 2: For the CU-DU split scenario, the intermediate IAB node does not support PDCP processing. So the legacy PDCP discard mechanism could not be directly reused for intermediate IAB node to discard the packet delayed more than PDB.

Proposal 1: It is suggested to design discard mechanism for intermediate IAB node to discard the packet delayed more than PDB.
Observation 2: Per hop latency might be impacted by link congestion and the priority associated with data packet.  It is not appropriate to only consider the hop count for latency estimation.

Proposal 2: It is suggested to study the PDB headroom estimation within each intermediate IAB node.

Proposal 3: It is suggested to study the latency aware routing mechanism for IAB network.

Proposal 4: Hop count is not enough as the metric for routing selection. It is recommended to consider the accumulated per bearer per hop latency for routing selection.
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