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1	Introduction
In [1] a mechanism is proposed to use RRC signaling to discover the IAB node topology that subtends a Donor.  The topology is represented by a table consisting of (upstream node, downstream node) pairs for every IAB node, as shown in figure 1.  In addition to identifying node relationships in the IAB topology, the tables may contain other forwarding related metadata such as the IAB Node DU (F1) or IAB gNB (NG) IP addresses. A table is constructed at each Donor, and tables may be exchanged between Donors via Xn signaling to support dual connectivity and mobility that spans Donors.  Topology tables are updated via RRC and Xn signaling whenever there is an IAB node handover or a change in IAB node connectivity (e.g. because of Dual Connectivity or handover).  The topology tables and the mechanism for constructing them as described in [1] is applicable to both Group 1 and Group 2 architectures.  For architecture 2a, Xn signaling may be used to exchange a topology table between a Donor and a gNB in a subtending IAB node.  

Figure 1: Topology Tables for Architecture Group 1 and 2

This contribution describes how routing of user, control and management plane IP packets through the IAB topology is supported for architecture 2a.  IAB Topology Tables are used to support this function.   The mechanism may also be used for architecture Group 1 variants where transport layer IP headers are exposed in the IAB nodes.
It is FFS whether Routing as described in in this contribution may be applied to variants of Architecture Group 1 where transport layer IP headers are exposed in IAB nodes.   

2	Discussion
2.1	Routing for Architecture 2a
Packet forwarding in Option 2a is based on the F1 or NG transport layer addresses between the UE serving IAB node and the UE’s CU (for F1) or UPF (for NG).   In either case IP packets (e.g. GTP/UDP/IP for the user plane) are forwarded at each node based on a routing table lookup of the tunnel endpoint destination address, as is the case in normal wired backhaul.  However, to accommodate fast re-routing and topology aware IAB node connectivity, a 3GPP specific protocol, rather than protocols such as Spanning tree, IS-IS, OSPF, etc. is proposed to determine forwarding routes.   
In architecture 2a, each hop between the UE serving IAB node and the Donor comprises one or more complete PDU sessions with endpoints in an IAB node MT and a UPF, which may have minimal functionality.   All traffic, including the UE’s user plane and control plane, the IAB node control plane and node management traffic is sent over the IAB PDU Session user plane.   Hence routing decisions for all traffic can be made by a forwarding function associated with the IAB PDU Session UPFs.
The UPFs make routing decisions based on a routing table so packets are correctly forwarded to the next hop.  Figure 2 illustrates routing for the case of a UE serving IAB node with a CU/DU split.  Forwarding for the NG interface is similar.  The UE’s CU forms a downlink IP packet with a destination IP address of the DU in UE serving IAB node.  For uplink packets the UE serving IAB Node DU forms an IP packet with a destination address of the UE’s CU, as one would have for a normal F1 interface.  Packet forwarding over IAB hops is based on these addresses.  As illustrated in figure 2, at each hop the UPF makes a forwarding decision for uplink and downlink packets according to the packet’s destination address.  In the case of IAB-1, the UPF will select the next hop and forward downlink packets to the IAB-2 or IAB-4 as directed by the routing table.  This is similar to normal UPF behavior where based on the destination IP address, incoming packets from the DN are mapped to a GTP tunnel.  QoS Flows are then mapped to gNB DRBs that serve the UE.  Since the gNB and UPF are within the same IAB node, maintaining this two-step mapping or collapsing it may be left to vendor implementation.

Figure 2: Routing by the UPF and IAB Routing Table formulation
Figure 2 also shows how routing tables for each node may be derived from the topology table, using IAB node 1 as an example.  The topology table contains the full interconnectivity information for nodes in the IAB structure downstream of the donor.  The next hop or interface can therefore be derived from the topology table simply by tracing the path from the destination node.   For example, to route to IAB-3 from IAB-1, the topology table indicates the path is IAB-3IAB-2IAB-1.   Hence IAB-1 enters IAB-2 as the next-hop for packets with a DU destination address of IAB-3.   For the uplink, the next-hop to the Donor may be similarly constructed. Any downstream node in the table may be a UE serving IAB node, and hence the DU or gNB of each IAB node must be represented in the Routing Table.
When there are multiple paths or potential paths (e.g. because of UE or IAB node dual connectivity) between the F1 or NG tunnel endpoints, there may be more than one entry per-destination in the Routing Table of an IAB node.  A Cost field in the routing table may be used to select the preferred path.  The Cost field may be populated by the Donor or IAB Node CU to represent a forwarding preference, for example to minimize the number of hops between the Donor and the UE serving IAB node.  Other characteristics of the topology such as loading along the path, available QoS, level of congestion or knowledge of the service requirements such as low latency may also be taken into consideration when indicating the path preference in the Cost field.
The Cost field may also be used as a means for fast switching when there is a link event, such as radio condition deterioration or restoration.   A link event propagated to the IAB node via the user plane or control plane can be used to alter the Cost so packets are forwarded over an alternate route.
The link events and how they are conveyed to trigger fast path switching to an alternate path is FFS. 
The depiction of the routing table in figure 2 is not meant to exclude other possible fields in the routing table.   For example, a field may be included that indicates the circumstances under which a route is to become less or more preferred, or the conditions under which packets are to be duplicated and sent on multiple branches.  
Conditional route switching, or packet duplication based on rules distributed to IAB nodes is FFS.

Summary
The paper proposes an approach for Routing packets for IAB Option 2a. The related TP for TR 38.874 is also provided.
Proposal: Adopt the TP on Routing for Option 2a in TR 38.874
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8.x	Control-Plane Considerations for Architecture Group 2

8.x.1	Routing Protocols
Packet forwarding in Option 2a is based on the F1 or NG transport layer addresses between the UE serving IAB node and the UE’s CU (for F1) or UPF (for NG).   In either case IP packets (e.g. GTP/UDP/IP for the user plane) are forwarded at each node based on a routing table lookup of the tunnel endpoint destination address, as is the case in normal wired backhaul.  However, to accommodate fast re-routing and topology aware IAB node connectivity, a 3GPP specific protocol, rather than protocols such as Spanning tree, IS-IS, OSPF, etc. is proposed to determine forwarding routes.   
In architecture 2a, each hop between the UE serving IAB node and the Donor comprises one or more complete PDU sessions with endpoints in an IAB node MT and a UPF, which may have minimal functionality.   All traffic, including the UE’s user plane and control plane, the IAB node control plane and node management traffic is sent over the IAB PDU Session user plane.   Hence routing decisions for all traffic can be made by a forwarding function associated with the IAB PDU Session UPFs.
The UPFs make routing decisions based on a routing table so packets are correctly forwarded to the next hop.  Figure 8.x.1 illustrates routing for the case of a UE serving IAB node with a CU/DU split.  Forwarding for the NG interface is similar.  The UE’s CU forms a downlink IP packet with a destination IP address of the DU in UE serving IAB node.  For uplink packets the UE serving IAB Node DU forms an IP packet with a destination address of the UE’s CU, as one would have for a normal F1 interface.  Packet forwarding over IAB hops is based on these addresses.  As illustrated in figure 8.x.1, at each hop the UPF makes forwarding decisions for uplink and downlink packets according to the packet destination address.  In the case of IAB-1, the UPF will select the next-hop and forward downlink packets to the IAB-2 or IAB-4 as directed by the routing table.  This is similar to normal UPF behavior where based on the destination IP address, incoming packets from the DN are mapped to a GTP tunnel. QoS Flows are then mapped to gNB DRBs that serve the UE.  Since the gNB and UPF are within the same IAB node, maintaining this two-step mapping or collapsing it may be left to vendor implementation.

Figure 8.x.1: Routing by the UPF and IAB Routing Table formulation
Figure 8.x.1 also shows how routing tables for each node may be derived from the topology table, using IAB node 1 as an example.  The topology table contains the full interconnectivity information for nodes in the IAB structure downstream of the donor.  It also contains IAB Node IP addresses for the F1 and/or NG tunnel transport. The next hop or interface can therefore be derived from the topology table simply by tracing the path from the destination node.   For example, to route to IAB-3 from IAB-1, the topology table indicates the path is IAB-3IAB-2IAB-1.   Hence IAB-1 enters IAB-2 as the next-hop for packets with a DU destination address of IAB-3.   For the uplink, the next-hop to the Donor may be similarly constructed. Any downstream node in the table may be a UE serving IAB node, and hence the DU or gNB of each IAB node must be represented in the Routing Table.
When there are multiple paths or potential paths (e.g. because of UE or IAB node dual connectivity) between the F1 or NG tunnel endpoints, there may be more than one entry per-destination in the Routing Table of an IAB node.  A Cost field in the routing table may be used to select the preferred path.  The Cost field may be populated by the Donor or IAB Node CU to represent a forwarding preference, for example to minimize the number of hops between the Donor and the UE serving IAB node.  Other characteristics of the topology such as loading along the path, available QoS, level of congestion or knowledge of the service requirements such as low latency may also be taken into consideration when indicating the path preference in the Cost field.
The Cost field may also be used as a means for fast switching when there is a link event, such as radio condition deterioration or restoration.   A link event propagated to the IAB node via the user plane or control plane can be used to alter the Cost so packets are forwarded over an alternate route.
The link events and how they are conveyed to trigger fast path switching to an alternate path is FFS. 
The depiction of the routing table in figure 8.x.1 is not meant to exclude other possible fields in the routing table.   For example, a field may be included that indicates the circumstances under which a route is to become less or more preferred, or the conditions under which packets are to be duplicated and sent on multiple branches.  
Conditional route switching, or packet duplication based on rules distributed to IAB nodes is FFS.
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