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1
Introduction
In last RAN plenary meeting#80, the following tasks are agreed to be studied in the late drop till Dec, 2018 [1].  
· Option 7:

· QoS flow handling between MN and SN

· SCG configuration handling in Inactive state

· Security aspects
· Option 4:

· Control plane architecture (e.g. necessity for split SRB)
· QoS flow handling between MN and SN

· SCG configuration handling in Inactive state
· ……
This contribution intends to discuss the QoS flow handlings for option4, option 7 and NR-NR DC. Note that the DRB ID allocation is given in [2]. 
2
Discussion
2.1 Bearer type decision
2.1.1  MN initiated procedure

Last RAN2 meetings have agreed that both DRB level and QoS flow level offloading are supported for NR-NR DC. This should be applicable to MR-DC connected with 5GC. 

For the DRB level offloading from the MN to the SN, in order to determine the bearer type decision at the SN, it makes sense to follow the EN-DC principle where the bearer type is determined by the MN using the DC Resource Configuration. Hence for MR-DC connected with 5GC and NR-NR DC, the MN provides offered MCG resources and determines the SN terminated bearer type (i.e. SCG bearer or SCG split bearer) to the SN. The SN may trigger the bearer type change after the acceptance of DRB level offloading. 
Proposal 1: For the MN initiated DRB relocation, the MN determines the DRB type for the relocated DRB for MR-DC connected with 5GC and NR-NR DC. The SN may accept, or reject the request.
For the QoS flow level offloading, the 37.340 captures the following. 

-
If the MN decides that an SDAP entity shall be hosted in the SN, some of the related QoS flows may be realized as SCG bearer, some as MCG bearer, while others may be realized as split bearer. The SN may remove or add SCG resources for the respective QoS flows, as long as the QoS for the respective QoS flow is guaranteed.

From the above descriptions, it is not clear which node determines the bearer type for the relocated QoS flow during the MN initiated QoS flow offloading procedure. Generally there are two options for the offloaded QoS flow during the relocation procedure. 

· Option 1: The MN determines the bearer type, and the SN accepts or rejects the request;
· Option 2: The SN determines the bearer type by itself  
It makes sense to select option 1 which has the same procedure as the DRB level offloading. Otherwise, in option 2, additional signalling e.g. GTP TEID allocation for data forwarding, offered QoS flow resources etc is required. Note that in option 1, the SN could change the QoS flow to DRB mapping with SN triggered modification procedure after it accepts the QoS flow relocation request. 
Proposal 2: For the MN initiated QoS flow relocation, the MN determines the DRB type for the relocated QoS flow. The SN may accept, or reject the request. 

2.1.2  SN initiated procedure

On the other hand, for the SN initiated DRB offloading from the SN to the MN, the SN could perform the following actions. 

· Bearer type change. The MN may finally determine the DRB type for the relocated DRB. That is, the SN may provide the SCG resources and the amount offered resources for GBR QoS flows per QoS flow level, based on which the MN notify the DRB type to SN if SCG resources are involved.     

· release of the SCG bearer or the SCG RLC bearer of split bearer while the MN can not reject the release request. Upon this, the MN could to reconfigure to the MCG bearer, either MN terminated or SN terminated. 
Proposal 3: For the SN initiated DRB relocation, the MN determines the DRB type for the relocated DRB. 
For the QoS flow offloading from the SN to the MN, follow the same principle of the DRB level offloading, the MN determines the DRB type for the QoS flow. Furthermore, the SN may request to release the QoS flow while the MN can not reject the request. 
Proposal 4: For the SN initiated QoS flow relocation, the MN determines the DRB type for the relocated QoS flow. 

2.2 QoS flow to DRB mapping

About the QoS flow to DRB mapping, it is already captured in the TS 37.340. 
-
The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs;
-
If the SDAP entity for a given QoS flow is hosted by the MN and the MN decides that SCG resources are to be configured it provides QoS flow to DRB mapping information and the respective per QoS flow information to the SN;
-
If the SDAP entity for a given QoS flow is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level.
So it can be observed that the QoS flow to DRB mapping information is signalled from the MN to the SN for QoS flows whose SDAP entity is hosted by the MN. But it is not clear for SDAP entity hosted by the SN for a given QoS flow when the SN decides to change the  QoS flow to DRB mapping. 
If the QoS flow requires the MCG resources, the SN should provide the required QoS flow information to the MN.  

Proposal 5: For QoS flows hosted by the SN and requiring MCG resources, the SN provides SCG resources and may indicate for GBR QoS flow information the amount offered to the MN. 
3
Conclusions
This contribution discusses the QoS flow handling for MR-DC and NR-NR DC. The following proposals are made into consideration.
Proposal 1: For the MN initiated DRB relocation, the MN determines the DRB type for the relocated DRB for MR-DC connected with 5GC and NR-NR DC. The SN may accept, or reject the request.

Proposal 2: For the MN initiated QoS flow relocation, the MN determines the DRB type for the relocated QoS flow. The SN may accept, or reject the request. 

Proposal 3: For the SN initiated DRB relocation, the MN determines the DRB type for the relocated DRB. 

Proposal 4: For the SN initiated QoS flow relocation, the MN determines the DRB type for the relocated QoS flow. 

Proposal 5: For QoS flows hosted by the SN and requiring MCG resources, the SN provides SCG resources and may indicate for GBR QoS flow information the amount offered to the MN. 
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TP to 37.340

/**********************************************************Start of Change*******************************************************/

8.1
QoS aspects

/*****The unchanged part is skipped*****/

In MR-DC with 5GC:

-
The NG-RAN QoS framework defined in TS 38.300 [3] applies;

-
QoS flows belonging to the same PDU session may be mapped to different bearer types (see subclause 4.2.2) and as a result there may be two different SDAP entities configured for the same PDU session: one at the MN and another one at the SN, in which case the MN decides which QoS flows are assigned to the SDAP entity in the SN;

-
The MN or SN node that hosts the SDAP entity for a given QoS flow decides how to map the QoS flow to DRBs;

-
If the SDAP entity for a given QoS flow is hosted by the MN and the MN decides that SCG resources are to be configured it provides QoS flow to DRB mapping information and the respective per QoS flow information to the SN;

-
If the SDAP entity for a given QoS flow is hosted by the SN, the MN provides sufficient QoS related information to enable the SN to configure appropriate SCG resources and to request the configuration of appropriate MCG resources. The MN may offer MCG resources to the SN and may indicate for GBR QoS flows the amount offered to the SN on a per QoS flow level;
- 
If the SN requests to change the SDAP entity for a given QoS flow from the SN to the MN, it may offer SCG resources to the MN and may indicate for GBR QoS flows the amount offered to the MN on a per QoS flow level. 

/*****The unchanged part is skipped*****/
/**********************************************************End of Change*******************************************************/

