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1. Introduction
RAN-2 #101 agreed to support multi-hop backhauling for IAB [1]. 
RAN-3 #99bis defined two architecture groups for IAB [2].

RAN-2 #101bis discussed UP consideration for architecture group 1 defining protocol stacks and aspects of L2 transport across the wireless backhaul [3]. Two options for RLC ARQ are discussed. In one option, RLC ARQ is conducted between UE and IAB-donor DU (referred to as end-to-end RLC ARQ) while in the other option, RLC ARQ is conducted on each hop (referred to as hop-by-hop RLC ARQ). In both options, RLC segmentation is conducted hop-by-hop. 
The following discussion analyses the impact of congestion for multi-hop backhauling of architecture group 1. This discussion is conducted for end-to-end and hop-by-hop RLC ARQ solutions.
2. Discussion
2.1  Congestion in multi-hop transport
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Figure 2: Congestion on IAB-node (pink) for upstream and downstream traffic
In a multi-hop transport, congestion may occur when the ingress traffic to a node is larger than the egress traffic from the node (assuming the node itself does not create or terminate significant amount of traffic). Such congestion leads to packet drop due to the overflow of packet buffers. Opposed to link-related packet loss, congestion-related packet loss can only be mitigated through reduction of the ingress data rate, but not through retransmission. 
Since IAB supports multi-hop transport, congestion needs to be considered. Such congestion may occur in upstream or downstream direction in the IAB-topology. In the following, only architecture group 1 is considered.
Observation 1: Congestion may occur in multi-hop transport such as supported by IAB.

2.2  Upstream Congestion in IAB
In upstream direction, the DU represents the IAB-node’s ingress port (Figure 1, top). In case the IAB-node experiences upstream congestion, this DU can reduce the ingress data rate on MAC layer by limiting transmission grants to UEs or child IAB-nodes. Such feed-back occurs locally within the IAB-node, and it can therefore be handled via implementation.

Observation 2: In IAB, the scheduler can avoid congestion in upstream direction by reducing UL transmission grants.
In downstream direction, the MT represents the IAB-node’s ingress port (Figure 1, bottom). In case the IAB-node experiences downstream congestion, the MT has no mean to throttle the DL data rate on MAC layer. In fact, the MT has to acknowledge error-free MAC SDUs to avoid unnecessary retransmissions. 
Observation 3: In IAB, congestion in downstream direction cannot be handled on MAC layer with Rel-15 NR specs.

On RLC layer, congestion needs to be separately considered for end-to-end and for hop-by-hop ARQ.
2.3  Downstream Congestion in IAB with End-to-end RLC ARQ
End-to-end RLC ARQ is conducted between IAB-donor DU and UE. In downstream direction, the IAB-donor-DU cannot transmit more than window size of PDUs above the in-sequence acknowledged PDUs. Consequently, at most, window-size of PDUs are in transport, and any on-path IAB-node may have to buffer at most window-size of PDUs for each RLC entity. Since for end-to-end RLC ARQ each UE-bearer is supported via a separate RLC-entity, the total memory requirements on IAB-nodes may become very large.
In case the buffer is sized smaller than required, RLC PDUs get dropped due to buffer overflow creating holes in the RLC SN stream. The receiving side reports the missing sequence numbers to the transmitting side, which engages in retransmission of the dropped packets. The retransmission rate may be rather large. 

Example: If the ingress link to the IAB-node supports 5Gbps while the egress link only supports 1Gbps, the difference in the data rates (4Gbps) will be dropped on the IAB-node and consequently retransmitted. In steady state, the ingress link uses 5Gbps consistent of 1Gbps of new data and 4Gbps of retransmissions. In such a scenario, the maximum number of RLC-retransmissions may be exceeded quickly for individual RLC-PDUs. 

Observation 4: For end-to-end RLC, congestion in downstream direction can be handled by sufficiently sizing the buffers for each RLC-channel, which may create large memory requirements.
2.4  Downstream Congestion in IAB with Hop-by-hop RLC ARA
In this scenario, RLC ARQ is conducted separately on each access and backhaul RLC-channel. In DL direction, the Tx size transmits at most window size of PDUs above the in-sequence acknowledged PDUs. The Rx size of the link, however, has to acknowledge all packets it receives via status report even it has buffer overflow. This moves the lower window edge higher allowing the Tx side to transmit further PDUs. 

The Rx-side to reduce the transmission rate by falsely reporting non-existent holes in the SN stream. This would result in unnecessary retransmissions as discussed for end-to-end ARQ with undersized buffer.

Alternatively, the Rx-side could use DL Data Delivery Status message defined by TS 38.425 to throttle the DL data rate. This message is handled by the PDCP entity associated with the BH RLC channel. Such a PDCP entity is only supported for 1:1 mapping between UE access bearers and BH RLC-channels. In this case, enhancements are necessary to transport the DDDS message across the multi-hop backhaul. In case 1:QoS-profile mapping is used, many PDCP entities are mapped to the same BH RLC-channel. To make of the DDDS message, the IAB-node would have to keep awareness of all UE-bearers and their respective PDCP SN state, which defies the benefits of UE-bearer aggregation. 
The Rx-side could further report to the transmitter the RLC PDUs it received and drop them afterwards due to buffer overflow. In this case, the PDCP entity at the UE would observe a hole in the PDCP SN stream, wait for t-reordering for the lost PDCP PDUs and delay the delivery of all later packets until t-reordering has expired. While holes in the data stream create a congestion signal (repetitive ACK) to stream-based transport layers such as TCP, the delay of the congestion signal by t-reordering may result in frequent triggers of TCP slow start.
Observation 5: For hop-by-hop RLC, congestion in downstream direction cannot be handled on RLC layer with Rel-15 NR specs.

Observation 6: For hop-by-hop RLC, congestion-related packet drops in downstream direction may frequently trigger TCP slow starts.

2.5  Mitigation of Downstream Congestion in IAB 
To address downstream congestion for end-to-end and hop-by-hop RLC, a backpressure mechanism can be introduced. This backpressure mechanism may allow the MT to signal available buffer size or desired data rate to the transmitting DU. Backpressure may be signalled for each RLC-channel. The back-pressure messages can be conveyed e.g. via MAC CE, which allows the MAC scheduler to have immediate insight into congestion issues for each logical channel.
Observation 7: An explicit back-pressure mechanism may prevent downstream congestion on IAB-nodes.
Table 1: Congestion mitigation for IAB architecture group 1
	
	Upstream
	Downstream

	RLC ARQ
	Any
	End-to-end
	Hop-by-hop

	UE-bearer to RLC-channel mapping
	Any
	1:1
	1:1
	1:QoS-profile

	Congestion mitigation
	Based on scheduler implementation
	Appropriate buffer sizing or back pressure mechanism
	DDDS modification or back pressure mechanism
	DDDS modification or back pressure mechanism


The above table summarizes the remedies for upstream and downstream congestion in IAB architecture group 1.
Proposal 1: RAN-2 should consider MAC-layer back-pressure mechanisms as a remedy to downstream congestion on IAB-nodes.
Proposal 2: Include the text proposal below into TR 38.874.

3. Conclusion

This paper discussed a text proposal on the alternatives for the L2-structure of IAB architecture group 1. The following observations and proposals have been made:

Observation 1: Congestion may occur in multi-hop transport such as supported by IAB.

Observation 2: In IAB, the scheduler can avoid congestion in upstream direction by reducing UL transmission grants.

Observation 3: In IAB, congestion in downstream direction cannot be handled on MAC layer with Rel-15 NR specs.

Observation 4: For end-to-end RLC, congestion in downstream direction can be handled by sufficiently sizing the buffers for each RLC-channel, which may create large memory requirements.
Observation 5: For hop-by-hop RLC, congestion in downstream direction cannot be handled on RLC layer with Rel-15 NR specs.

Observation 6: For hop-by-hop RLC, congestion-related packet drops in downstream direction may frequently trigger TCP slow starts.

Proposal 1: RAN-2 should consider MAC-layer back-pressure mechanisms as a remedy to downstream congestion on IAB-nodes. 

Proposal 2: Include the text proposal below into TR 38.874.
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5. Text Proposal for TR 38.874

The following changes to TR 38.874 are proposed:

********* Start of Change **********
8
Radio protocol aspects
Editor’s note:
Primary responsible WG for this clause is RAN2.

8.1
Packet Processing

8.2 
User-plane considerations for architecture group 1

8.2.1 General

…

8.2.x  Congestion in multi-hop transport
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Figure 8.2.x-1: Congestion on IAB-node (pink) for upstream and downstream traffic
In a multi-hop transport, congestion may occur when the ingress traffic to a node is larger than the egress traffic from the node (assuming the node itself does not create or terminate significant amount of traffic). Such congestion leads to packet drop due to the overflow of packet buffers. Opposed to link-related packet loss, congestion-related packet loss can only be mitigated through reduction of the ingress data rate, but not through retransmission. 

Since IAB supports multi-hop transport, congestion needs to be considered. Such congestion may occur in upstream or downstream direction in the IAB-topology. In the following, only architecture group 1 is considered.
8.2.x.1  Upstream Congestion in IAB
In upstream direction, the DU represents the IAB-node’s ingress port (Figure 8.2.x-1, top). In case the IAB-node experiences upstream congestion, this DU can reduce the ingress data rate on MAC layer by limiting transmission grants to UEs or child IAB-nodes. Such feed-back occurs locally within the IAB-node, and it can therefore be handled via implementation.

In downstream direction, the MT represents the IAB-node’s ingress port (Figure 8.2.x-1, bottom). In case the IAB-node experiences downstream congestion, the MT has no mean to throttle the DL data rate on MAC layer. In fact, the MT has to acknowledge error-free MAC SDUs to avoid unnecessary retransmissions. 

On RLC layer, congestion needs to be separately considered for end-to-end and for hop-by-hop ARQ.
8.2.x.2  Downstream Congestion in IAB with End-to-end RLC ARQ
End-to-end RLC ARQ is conducted between IAB-donor DU and UE. In downstream direction, the IAB-donor-DU cannot transmit more than window size of PDUs above the in-sequence acknowledged PDUs. Consequently, at most, window-size of PDUs are in transport, and any on-path IAB-node may have to buffer at most window-size of PDUs for each RLC entity. Since for end-to-end RLC ARQ each UE-bearer is supported via a separate RLC-entity, the total memory requirements on IAB-nodes may become very large.

In case the buffer is sized smaller than required, RLC PDUs get dropped due to buffer overflow creating holes in the RLC SN stream. The receiving side reports the missing sequence numbers to the transmitting side, which engages in retransmission of the dropped packets. The retransmission rate may be rather large. 

Example: If the ingress link to the IAB-node supports 5Gbps while the egress link only supports 1Gbps, the difference in the data rates (4Gbps) will be dropped on the IAB-node and consequently retransmitted. In steady state, the ingress link uses 5Gbps consistent of 1Gbps of new data and 4Gbps of retransmissions. In such a scenario, the maximum number of RLC-retransmissions may be exceeded quickly for individual RLC-PDUs. 

8.2.x.3  Downstream Congestion in IAB with Hop-by-hop RLC ARQ
In this scenario, RLC ARQ is conducted separately on each access and backhaul RLC-channel. In DL direction, the Tx size transmits at most window size of PDUs above the in-sequence acknowledged PDUs. The Rx size of the link, however, has to acknowledge all packets it receives via status report even it has buffer overflow. This moves the lower window edge higher allowing the Tx side to transmit further PDUs. 

The Rx-side to reduce the transmission rate by falsely reporting non-existent holes in the SN stream. This would result in unnecessary retransmissions as discussed for end-to-end ARQ with undersized buffer.

Alternatively, the Rx-side could use DL Data Delivery Status message defined by TS 38.425 to throttle the DL data rate. This message is handled by the PDCP entity associated with the BH RLC channel. Such a PDCP entity is only supported for 1:1 mapping between UE access bearers and BH RLC-channels. In this case, enhancements are necessary to transport the DDDS message across the multi-hop backhaul. In case 1:QoS-profile mapping is used, many PDCP entities are mapped to the same BH RLC-channel. To make of the DDDS message, the IAB-node would have to keep awareness of all UE-bearers and their respective PDCP SN state, which defies the benefits of UE-bearer aggregation. 

The Rx-side could further report to the transmitter the RLC PDUs it received and drop them afterwards due to buffer overflow. In this case, the PDCP entity at the UE would observe a hole in the PDCP SN stream, wait for t-reordering for the lost PDCP PDUs and delay the delivery of all later packets until t-reordering has expired. While holes in the data stream create a congestion signal (repetitive ACK) to stream-based transport layers such as TCP, the delay of the congestion signal by t-reordering may result in frequent triggers of TCP slow start.
8.2.x.4  Mitigation of Congestion in IAB 
To address downstream congestion for end-to-end and hop-by-hop RLC, a backpressure mechanism can be introduced. This backpressure mechanism may allow the MT to signal available buffer size or desired data rate to the transmitting DU. Backpressure may be signalled for each RLC-channel. The back-pressure messages can be conveyed e.g. via MAC CE, which allows the MAC scheduler to have immediate insight into congestion issues for each logical channel.

Table 8.2.x-1: Congestion mitigation for IAB architecture group 1
	
	Upstream
	Downstream

	RLC ARQ
	Any
	End-to-end
	Hop-by-hop

	UE-bearer to RLC-channel mapping
	Any
	1:1
	1:1
	1:QoS-profile

	Congestion mitigation
	Based on scheduler implementation
	Appropriate buffer sizing or back pressure mechanism
	DDDS modification or back pressure mechanism
	DDDS modification or back pressure mechanism


The above table summarizes the remedies for upstream and downstream congestion in IAB architecture group 1.

…
********* End of Change **********
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