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In NB-IOT RLC, polling mechanisms based on PDU_WITHOUT_POLL and BYTE_WITHOUT_POLL are not supported. For NB-IOT UEs in poor radio condition, however, RLC receiver buffer overflow is observed in real network. In this paper, we explain the cause of such L2 buffer overflow, and discuss potential solutions.
Note:
1. According to TS 36.322 [1] (Clause 5.2.2), for NB-IOT, a poll is included in RLC PDU under the following conditions: (1) both the transmission buffer and the retransmission buffer becomes empty, or (2) no new RLC data PDU can be transmitted after the transmission of the RLC data PDU (e.g. due to window stalling).
2. According to TS 36.306 [2] (Clause 4.2.5 and Table 4.1C-3), UE total layer 2 buffer size is 8KB for Cat-NB2 and 4KB for Cat-NB1.
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Cause of RLC receiver buffer overflow
Here we explain the cause of RLC receiver buffer overflow.
1. In poor radio condition, there may be a significant number of lost RLC PDUs due to HARQ failure, leading to a significant number of Status Reports triggered by lost PDU, which means overhead and throughput degradation. 
2. For NB-IoT, it is possible to reduce the number of Status Reports by not using the SN GAP (lost PDU) as Status Report Trigger, i.e., the network does not configure enableStatusReportSN-Gap. There would anyway be a poll associated with the last PDU.
3. If the SN GAP as Status Report Trigger is not used (e.g. for the purpose of keeping overhead due to Status Reports low), even when UE stops the assembly of RLC SDU due to missing RLC PDU, subsequent RLC PDUs may continue to come. For long data transmissions, there is a risk of L2 buffer overflow.
Observation 1:	If the SN GAP as Status Report Trigger is not configured, for long data transmissions, there is a risk of L2 buffer overflow.
Potential solutions
There could be a number of ways to handle this: 
a. For UEs for which long data transmissions may happen, the SN GAP as Status Report Trigger is always used.
b. When the eNB realizes that there is a long data transmission, the UE is reconfigured to use SN GAP as Status Report Trigger.
c. To avoid L2 buffer overflow in either side, for DL transmissions, the eNB could implement proprietary poll triggers to ensure that the UE delivers Status Reports. For UL transmission, the eNB could implement proprietary Status Report Triggers.
d. Volume based poll trigger could be introduced to avoid L2 buffer overflow, i.e., bring back pollByte mechanism to NB-IOT.
The first three (a, b, and c) solutions are based on eNB implementation and no specification change is needed, while the last one (d) requires specification changes. We suggest that RAN2 discuss the solution to L2 buffer overflow problem, and if specification changes are to be introduced, which Release we should start from.
Proposal 1:	RAN2 to discuss the solution to L2 buffer overflow problem, and if specification changes are to be introduced, which Release we should start from.
Conclusion
We have the following observation:
Observation 1:	If the SN GAP as Status Report Trigger is not used, for long data transmissions, there is a risk of L2 buffer overflow.
[bookmark: _GoBack]It is proposed to discuss and decide on the following proposal:
Proposal 1:	RAN2 to discuss the solution to L2 buffer overflow problem, and if specification changes are to be introduced, which Release should we start from.
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