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1. Introduction
Two of the objectives of the IAB SID [1] are related to IAB topology and routing management:
· Topology management for single-hop/multi-hop and redundant connectivity [RAN2, RAN3], e.g.

· Protocol stack and network architecture design (including interfaces between rTRPs) considering operation of multiple relay hops between the anchor node (e.g. connection to core) and UE 

· Control and User plane procedures, including handling of QoS, for supporting forwarding of traffic across one or multiple wireless backhaul links
· Route selection and optimization [RAN2, RAN1, RAN3], e.g.

· Mechanisms for discovery and management of backhaul links for TRPs with integrated backhaul and access functionalities
· RAN-based mechanisms to support dynamic route selection (potentially without core network involvement) to accommodate short-term blocking and transmission of latency-sensitive traffic across backhaul links
· Evaluate the benefit of resource allocation/route management coordination across multiple nodes, for end-to-end route selection and optimization.
In this document we discuss the mechanisms to perform topology and routing management.
2. Discussion
2.1 Definitions
The definitions of topology management and routing management functions are mentioned in [2][3], to help the analysis, we discuss the definitions first. 
To send UE’s packets through a multi-hop IAB network, two steps are needed. The first step is to establish and maintain the topology of the IAB network. The topology records how the IAB-Nodes and IAB-Donor are connected to each other, i.e. the parent/child association of each node. Two types of IAB topologies, i.e. spanning tree and directed acyclic graph have been agreed to be considered in the study, as illustrated in the following figure. The topology changes after new IAB node setup, IAB node fails and so on. We called the function to establish and maintain the latest topology of an IAB network as topology management function.
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Figure 1 IAB topologies
The second step is routing management, i.e. select one or more suitable path(s) for the UE’s packets if there is more than one path between the IAB-Donor and the UE according to the IAB network topology established in the first step. As illustrated in the figure2, a DC UE is connected to IAB4 and 5 simultaneously and there are 3 paths from the IAB-Donor to the UE: 
· Path1(the blue path): IAB-Donor -> IAB2-> UE, the hop number is 2, the load of the path is medium
· Path1(the red path): IAB-Donor-> IAB1->IAB4->UE , the hop number is 3, the load of the path is light
· Path3: IAB-Donor ->IAB1->IAB3->IAB4->UE, the hop number is 4, the load of the path is light
The information needs to be considered for the routing management includes the load of each backhaul on the candidate paths, the hop number, the QoS requirements of the UE bearers, etc. In this example, the network selects the red and blue paths, result as a balance between latency and throughput.
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Figure 2 Routing management
Based on the above analysis, the topology and routing management are distinct functions. For the convenience of the following discussion, we propose: 
Proposal1: Define topology management and routing management as following:
· Topology management function: establish and maintain the latest topology of an IAB network. The function is triggered by any event leads to the change of any node’s parent/child association in one IAB network, e.g. new IAB node setups, IAB nodes handover on backhaul link.
· Routing management function: select one or more suitable path(s) for UE’s bearer when there are more than one path between the UE and the IAB-donor. Routing management may be triggered by changed topology, UE mobility, backhaul load balancing, etc.

2.2 Topology Management
2.2.1 New IAB Setup
According to the TR[4], each IAB node consists of one MT-part and one DU-part. And there is a pair of RRC entities between the CU of the IAB-Donor and MT of each IAB-Node, as illustrated in the Figure 3.
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Figure 3 RRC entities in IAB donor and IAB nodes
When an IAB-Node (take IAB-Node3 as an example) powers on, it (the MT-part of the IAB node) can perform IAB RRC Setup procedure as a normal UE after a suitable parent (e.g. IAB-Node2) is selected: 
· The IAB-Node3 sends an IABRRCSetupRequest message towards the IAB-Node2. And the message is forwarded to IAB-Donor for the peer of IAB-Node3’s RRC entity is in IAB-Donor; 
· The IAB-Donor can response the IAB-Node3 with an IABRRCSetup message after it makes sure there is enough resource in IAB-Node2 to accept the IAB-Node3;
·  The IAB-Node3 sends an IABRRCSetupComplete message as response to the IABRRCSetup message.
In the above steps, it can be found that the IAB-Donor deeply involves in the IAB RRC Setup procedure. As a result, the IAB-Donor can know that topology change caused by the setup of IAB-Node3 without introducing extra procedure.   
Observaiontion1: IAB-Donor can know the topology change caused by the setup of new IAB-Node without introducing extra procedure, since it handles the IAB RRC Connection Setup procedure initialed by the new IAB node. 
2.2.2 Topology Adaptation

Topology adaptation refers to procedures that autonomously reconfigure the backhaul network under circumstances such as blockage or local congestion without discontinuing services for UEs. Topology adaptation mechanisms are discussed in many papers [5]~[8], and there are two main options identified to perform topology adaptation:
Option1: Handover
With this option, the network can hand over one IAB-Node when its parent is overloaded or the quality of its backhaul link drops. Since handover preparation is performed between the IAB-Node’s source and target parent in advance, the impact to the data transmission of the concerned IAB-Node is minimized. We believe handover is the main manner to perform topology adaptation.
Option2: RRC Connection Re-establishment
In the case that the backhaul link quality drops too fast for the parent to hand over the child IAB-Node(i.e. RLF on backhaul), the child IAB-Node has to try to recover the connection with the network via the RRC Connection Re-establishment procedure. Compared with option1, option2 may lead to longer transmission interrupt and packet loss. 
Proposal2: Using handover/RRC connection re-establishment procedures for topology adaptation.
If the proposal2 is agreed, then the topology adaptation is performed via RRC procedures, which is controlled by IAB-Donor. Therefore, 
Observaiontion2: IAB-Donor can know the topology adaptation performed via handover/RRC connection re-establish, since it handles all the RRC procedures toward all the IAB-Nodes. 
Based on the observation1 and 2, we propose:
Proposal3: IAB-Donor is responsible for topology management, since all the procedures may cause topology change(i.e. RRC Connection Setup/handover/RRC connection re-establishment procedures) is controlled by the IAB-Donor. 
2.3 Routing Management

On the one hand, when a UE accesses to an IAB-node, the network needs to select one or more suitable path(s) for the UE’s bearers, according to the QoS requirements of the bearers and the available resource of each IAB-Node on the path. Since the peer of UE’s RRC entity is located at the IAB-Donor, the IAB-Donor should make sure there are enough resources along the selected path while performing access control for the new established UE bearer. 
On the other hand, the routing management may be triggered by the changed topology, e.g. a new path needs to be selected for a UE if the original path is broken for blockage on backhaul link. As topology management is already proposed to be performed by IAB-Donor, let the same node to perform routing management can bring extra benefit, e.g. re-routing with lower latency, since the lasted topology, QoS requirements of UE’s bearers and the load of each backhaul link can be shared between topology management and routing management functions without inter-node information exchanging.
Therefore, the IAB-Donor is proposed to perform routing management.
Proposal4: The IAB-Donor is responsible for routing management, since it has the latest topology, QoS requirements of UE’s bearer and the load of each backhaul link. 
3. Conclusion
In this contribution, we discussed how to perform topology and routing management. And the proposals and observations are following:
Proposal1: Define topology management and routing management as following:
· Topology management function: establish and maintain the latest topology of an IAB network. The function is triggered by any event leads to the change of any node’s parent/child association in one IAB network, e.g. new IAB node setups, IAB nodes handover on backhaul link.
· Routing management function: select one or more suitable path(s) for UE’s bearer when there are more than one path between the UE and the IAB-donor. Routing management may be triggered by changed topology, UE mobility, backhaul load balancing, etc.

Proposal2: Using handover/RRC connection re-establishment procedures for topology adaptation.
Observaiontion1: IAB-Donor can know the topology change caused by the setup of new IAB-Node without introducing extra procedure, since it handles the IAB RRC Connection Setup procedure initialed by the new IAB node. 
Observaiontion2: IAB-Donor can know the topology adaptation performed via handover/RRC connection re-establish, since it handles all the RRC procedures toward all the IAB-Nodes. 
Proposal3: IAB-Donor is responsible for topology management, since all the procedures may cause topology change(i.e. RRC Connection Setup/handover/RRC connection re-establishment procedures) is controlled by the IAB-Donor. 
Proposal4: The IAB-Donor is responsible for routing management, since it has the latest topology, QoS requirements of UE’s bearer and the load of each backhaul link. 
4. Reference
[1] RP-172290
Study on Integrated Access and Backhaul for NR, AT&T, Qualcomm, Samsung. 
[2] R2-1809765
IAB Topology management and route management
Intel Corporation
discussion

[3] R2-1809919
IAB Topology Adaptation and Route Management
Samsung R&D Institute India
[4] TR38.874
Study on Integrated Access and Backhaul
[5] R2-1804996
Initial consideration on dynamic route selection
vivo

[6] R2-1810716
Topology type, discovery and update for IAB
Huawei Technologies France
[7] R2-1809919
IAB Topology Adaptation and Route Management
Samsung R&D Institute India
[8] R2-1810211
Discussion on IAB topology adaptation
ZTE Corporation[image: image4.png]



_1595412132.vsd
IAB2


IAB1


IAB4


IAB3


Donor



_1595412133.vsd
IAB-Donor


RRC1


RRC1


RRC3


RRC2


CU


RRC2


RRC3


MT2


IAB-Node1


DU2


MT1


MT3


DU3


DU1


BH1


BH2


DU


BH3


IAB-Node2


IAB-Node3



_1595412131.vsd
Directed Acyclic Graph


Spanning Tree



