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Introduction
In RAN2 NR AH#1807 meeting, following was agreed regarding L2 buffer size:
	Following RLC RTT values are captured in TS 38.306:
	SCS (KHz)
	RLC RTT (ms)

	15KHz
	50

	30KHz
	40

	60KHz
	30

	120KHz
	20


RLC RTT for NR cell group corresponds to the smallest SCS numerology supported in the band combination and Feature Set combination.
Capture the following line: “NOTE: Additional L2 buffer required for preprocessing of data is not taken into account in the formula.” 
For MR/NR DC, for a given band combination and applicable BPC, L2 buffer size is:
MaxULDataRate_MN * RTT_MN + MaxULDataRate_SN * RTT_SN + 
max{ MaxDLDataRate_SN * RTT_SN + MaxDLDataRate_MN * (RTT_SN + Xn delay + Queuing in SN),                      
MaxDLDataRate_MN * RTT_MN + MaxDLDataRate_SN * (RTT_MN + Xn delay + Queuing in MN) }
For EN-DC: X2 delay + Queuing in MN = FFS ms. 



In this contribution, we discuss the remaining issue of X2 delay + Queueing in MN.
Discussion
In RAN2#99bis meeting, following was agreed regarding L2 buffer size capability.
Agreements
…
2	The same formula as in LTE DC is used to determine the required L2 buffer size for split bearer operation in NR/MR-DC: MaxULDataRate * RTT + MaxDLDataRate_SeNB * RTT + MaxDLDataRate_MeNB * (RTT + Xn delay + Queuing in SN) (Calculated for highest rate MR-DC BC)
FFS RTT and Xn delay and queuing delay values.
…

In RAN2#100 meeting, following was agreed regarding Xn delay + Queuing:
Agreements
1	For layer 2 buffer size calculation, the sum of Xn delay and queuing delay is 25 ms (1 way delay).

From above history checking, it is obvious that when RAN2 agreed on Xn delay and queuing delay as 25 ms, the agreement is applicable to MR-DC and NR-DC. There is no differentiation between queuing in MN and SN since at that time, the L2 buffer size formula does not consider impacts from MN terminated split bearer or SN terminated split bearer. It should be also noted that 25 ms is already a result of compromise between user plane latency requirements (4 ms) and network deployment, as will be re-discussed below.
[bookmark: Obs_History]Observation 1: RAN2 agreement of “Xn delay + Queuing = 25 ms” is applicable to both MR-DC and NR-DC case, and is a result of compromise between user plane latency requirements (4 ms) and network deployment.
For the value of “X2/Xn delay + Queuing in MN”, the only difference compared with “X2/Xn delay + Queuing in SN” is that the queuing time is in MN instead of SN. However considering the methodology to derive the L2 buffer size, the queuing time should be a very minor component since the peak data rate is assumed. If the queuing time is significant, the UE cannot achieve the peak data rate due to the resource sharing with other UEs.
[bookmark: Obs_Methodology]Observation 2: Queuing time should be minimal in consideration of the methodology to derive the L2 buffer size, therefore X2/Xn delay + Queuing in MN should equal to X2/Xn delay + Queuing in SN.
In the requirement TR 38.913 [1] subclause 7.5, user plane latency is defined as “the time it takes to successfully deliver an application layer packet/message from the radio protocol layer 2/3 SDU ingress point to the radio protocol layer 2/3 SDU egress point via the radio interface in both uplink and downlink directions”. The target for user plane latency is 0.5 ms and 4 ms for URLLC and eMBB, respectively. Given the definition that user plane latency considers the delay from the layer 2/3 SDU ingress points to the layer 2/3 SDU egress point, X2/Xn latency and queuing time should be considered in the 4 ms budget as well. Currently X2/Xn delay + Queuing in SN is 25 ms, which is much larger than 4 ms requirement. For X2/Xn delay + Queuing in MN, values even larger than 25 ms would have further impact on user plane latency and user experience, and therefore should not be considered to derive L2 buffer size.
[bookmark: Obs_Latency]Observation 3: If X2/Xn delay + Queuing in MN is larger than 25 ms, there will be further impacts on user plane latency and user experience.
Larger X2/Xn delay + Queuing also increases UE memory cost dramatically. In Table 1, two configurations are considered. In both configurations, MN DL and UL data rate are 1 and 0.3 Gbps, respectively. In 1st configuration, SN DL and UL data rate are 3 and 1 Gbps, respectively. In 2nd configuration, SN DL and UL data rate are 10 and 3 Gbps, respectively. It can be seen that L2 buffer size increases significantly if X2 delay + Queuing in MN is increased from 25 ms to 50 or 100 ms. For example, for the 1st configuration, L2 buffer size is increased by 16.76% and 50.28% when X2 delay + Queuing in MN is increased to 50 ms and 100 ms, respectively. The impact to UE memory cost is higher for 2nd configuration.
[bookmark: Table_L2]Table 1: L2 buffer size

[bookmark: Obs_Memory]Observation 4: UE memory cost increases significantly when X2/Xn delay + Queuing is larger than 25 ms.
Given above discussion, it is clear than setting X2/Xn delay + Queuing in MN to a value larger than 25 ms has great impact on user plane latency as well as increases UE memory cost significantly. It is proposed to set X2/Xn delay + Queuing in MN = X2/Xn delay + Queuing in SN, which is 25 ms.
[bookmark: Proposal_Queuing][bookmark: Proposal_Q]Proposal 1: X2/Xn delay + Queuing in MN = 25ms.
Conclusion
In this contribution, we discuss the remaining issue of X2 delay + Queueing in MN, and have the following observations:
Observation 1: RAN2 agreement of “Xn delay + Queuing = 25 ms” is applicable to both MR-DC and NR-DC case, and is a result of compromise between user plane latency requirements (4 ms) and network deployment.
Observation 2: Queuing time should be minimal in consideration of the methodology to derive the L2 buffer size, therefore X2/Xn delay + Queuing in MN should equal to X2/Xn delay + Queuing in SN.
Observation 3: If X2/Xn delay + Queuing in MN is larger than 25 ms, there will be further impacts on user plane latency and user experience.
Observation 4: UE memory cost increases significantly when X2/Xn delay + Queuing is larger than 25 ms.
We propose the following:
Proposal 1: X2/Xn delay + Queuing in MN = 25ms.
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