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1 Introduction

Architecture aspects for NR-NR DC have not been discussed in RAN2 since the topic was down-prioritized by RAN plenary.  In this contribution, we provide some initial views on the control plane architecture for NR-NR DC by considering what was done for LTE DC and EN-DC.
2 Control Plane Architecture for NR-NR DC
The control plane of LTE DC uses a single RRC entity in the MN, that controls the UEs configuration towards both the MN and the SN.  For EN-DC, two separate RRC entities are used, one in the MN and another in the SN.  This allows the NR SN to manage aspects specific to the NR RAT independantly of the MN, and for the SN to make certain mobility decisions without involvement of the MN.  It also allows easier extension of each of the LTE and NR specifications.

For NR DC, the following two alternatives are possible for the control plane architecture:

· 1) Use a single RRC entity in the MN, similar to LTE DC;

· 2) Use separate RRC entities for the MN and for the SN, similar to EN-DC.

One advantage of specifying separate RRC entities is the alignment of NR-RN DC architecture with the other MR DC cases (EN-DC, NGEN-DC, NE-DC).  NR-NR DC can re-use existing EN-DC procedures, which avoids having to create and maintain two different architectures and sets of procedures in the 37.340.  Where differences exist between MR-DC and NR DC, these can be pointed out in the procedures themselves.  
Observation 1:
Use of separate RRC entities for MN and SN will reduce specification work/maintenance for NR DC.

Proposal 1 NR-NR DC uses independent RRC termination points and procedures, similar to EN-DC

In EN-DC, we further agreed on a direct SRB (SRB3) between the SN RRC entity and the UE.  Given a separate decision point in the SN, the SN RRC entity is able to receive measurement results and send reconfiguration directly to the UE.  The SN can configure measurements, perform mobility decisions, and trigger reconfigurations of the SN all without involvement of the MN, and using the SN link directly.  This results in lower latency both because the NR RAT (used to deliver the measurement reports and reconfiguration messages) is assumed to have a lower latency compared with the LTE RAT, and because signalling over a direct SRB would not require use of the backhaul (Xn interface).  It also reduces the amount of traffic on the Xn interface by localizing SN-related mobility decisions to the SN and signalling them directly to the UE.  

Observation 2:
SRB3 in EN-DC has the benefits of reduced latency for SN reconfiguration/mobility and reduction of messaging on the backhaul interface.

In NR DC, the MN and SN will be of the same RAT and the MN and SN will understand eachother’s RRC.  However, the use of direct RRC signalling between the SN and the UE in NR-NR DC will have similar benefits of those in EN-DC.  

Latency over the backhaul can still be avoided by reconfiguring the SN link directly from the SN.  Avoiding such latency can be important in high frequencies where blocking may occur.  Also, a deployment where URLLC use cases are handled by a connection to the SN would require low-latency mobility and reconfiguration which can be provided by SRB3 over low latency resources provided by the SN.  

In addition, it can be expected that a common deployment scenario of NR DC is the case of a macro MN in low frequency NR with a small cell SN operating in high frequency NR.  With more frequent reconfigurations expected in HF NR (due to operation on smaller cells sizes, use of narrow beams, and with the occurance of blocking), the use of SRB3 in NR DC avoids the introduction of a large amount of inter-node signalling over the Xn interface. This is equally important for NR DC as it is for EN-DC.

Observation 3:
The benefits of SRB3 in EN-DC are applicable also for NR-NR DC.

Since many of the same benefits of using SRB3 exist in NR-NR DC, and since the NR RRC specifications already considers the presence of SRB3, it would make sense to maintain SRB3 also for NR DC.  As with EN-DC the NW could simply not configure SRB3 and use the LTE approach of sending RRC signalling to the MN in deployment scenarios where latency or backhaul traffic are not issues. 

Proposal 2 Direct SRB (RRC signalling transmitted over the SN link) is supported for NR-NR DC

3 Conclusion

In this contribution, the following observations were made on the control plane architecture for NR-NR DC:

Observation 1:
Use of separate RRC entities for MN and SN will reduce specification work/maintenance for NR DC.

Observation 2:
SRB3 in EN-DC has the benefits of reduced latency for SN reconfiguration/mobility and reduction of messaging on the backhaul interface.

Observation 3:
The benefits of SRB3 in EN-DC are applicable also for NR-NR DC.

Based on these observations, the following conclusions were made:

Proposal 3 NR-NR DC uses independent RRC termination points and procedures, similar to EN-DC

Proposal 4 Direct SRB (RRC signalling transmitted over the SN link) is supported for NR-NR DC
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