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1 Introduction
At the 3GPP TSG RAN #75 meeting, the Study Item description on "Study on Integrated Access and Backhaul for NR" was approved [1]. And in RAN2 AdHoc Jan. 2018 on NR, the following agreements were achieved:

	Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.

2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links

3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS

4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI

6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.


	Agreements

1: 
The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded

2
Common architecture supports both in-band and out-of-band IAB scenarios. 

2i
In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)

2ii
Out-of-band IAB scenarios are also supported using the same set of RAN features designed for in-band scenarios.  Study whether additional RAN features are needed for out-of-band scenarios

3
NR access over NR backhaul is studied with highest priority 

3i
Identify the additional architecture solutions required for LTE access over NR backhaul

3ii
The IAB design shall at least support the following UEs to connect to a node which is backhauled using IAB:


1/
Rel. 15 NR UE


2/
Legacy LTE UE if IAB supports backhauling of LTE access

4i
SA and NSA on the access link will be supported (For NSA on the access the relay is applied to the NR SCG path only)

4ii
Both NSA and SA for the backhaul links will be studied. (For both SA and NSA backhaul, we will not study backhaul traffic over the LTE radio interface). 

4iii
For both 4i and 4ii the priority within the NSA options will be to consider the EN-DC case but this does not preclude study for other NSA options.

4iv Further study of the possible combinations of SA and NSA access and backhaul is needed to fully determine the scope of what will be studied.


This paper gives overview of a number of issues needed to support IAB and potential RAN2 impacts.
2 Discussion
2.1 L2 vs. L3 Relaying
In RAN3#99 meeting, a way forward on IAB architecture for L2/L3 relaying was discussed. And there are three major IAB relay architectures:
Architecture 1a: 

· Backhauling of F1-U uses an adaptation layer or GTP-U combined with an adaptation layer. 

· Hop-by-hop forwarding across intermediate nodes uses the adaptation layer.
Architecture 1b: 

· Backhauling of F1-U on access node uses GTP-U/UDP/IP. 

· Hob-by-hop forwarding across intermediate node uses the adaptation layer.

Architecture 2a: 

· Backhauling of F1-U or NG-U on access node uses GTP-U/UDP/IP.

· Hop-by-hop forwarding across intermediate node uses PDU-session-layer routing.
Architecture 2a utilized a L3 relaying approach over Un, and hence it is unlikely to entail any enhancements to L2 protocols or procedures. However, both architectures 1a and 1b define L2 relaying over Un, and therefore these will require enhancements to the L2 protocol stack. In particular, implementing routing at L2 will involve enhancements to enable mapping between UE radio bearers and backhaul logical channels. Also, in order to accommodate routing of data for a potentially large number of served UEs over the same backhaul links, the data for different served UEs will need to be multiplexed together onto a few Un logical channels. This entails enhancements to enable multiplexing/de-multiplexing, mapping of UE bearers to Un logical channels, and mechanisms to ensure appropriate QoS handling of UE bearers over the backhaul links.
Proposal 1 RAN2 should study appropriate mechanisms for mapping of UE bearers to Un logical channels, to enable multiplexing/de-multiplexing of the bearers of different served UEs and appropriate handing of bearer QoS.
2.2 Multiple Connectivity

As a mmWave operating beam based system, NR introduced many mechanisms and enhancements to overcome issues such as short-term blocking, link quality dropping due to mobility. And as agreed in RAN2#AH-1801, “Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links”. Multiple connectivity is a candidate technology to improve the reliability.
There are two main scenarios for multiple connectivity as shown in Figure 1: Multiple connectivity over access links and backhaul links. 
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Figure 1. Multiple connectivity with single Donor over access links and backhaul links 

And it is also possible an IAB node or UE can connect with multiple Donors as shown in the Figure 2.
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Figure 2. Multiple connectivity with multiple Donors over access links and backhaul links.

Proposal 2 In order to overcome blockage in mmWave frequencies, both multiple connectivity over backhaul and access should be supported and fast link switch in multiple connectivity should be supported.
2.3 Enhancement on control and user plane
Efficient allocation of radio resources, particularly with data routing across multiple hops, may need further investigation. For example, resource allocation for the UL is based on the SR and BSR mechanisms in the MAC. However, this mechanism adds latency, which is likely to be significantly amplified by traversing multiple hops. Therefore, it is useful to study how user plane functions can be enhanced to reduce processing delay in the IAB relay node, and optimize end-to-end latency.

Control plane design should consider the following requirements: efficient and low latency L1/L2 configuration to the UE; and good mobility performance e.g. fast link switch for blockage, seamless and lossless mobility. To achieve this, one possible approach may be to partition certain control plane functions between the IAB relay node and DgNB. For example, the UE context related management function could be located at DgNB, while other control plane functions (e.g. configuration of L1/L2 real time parameters) could be located at the IAB relay node.
Proposal 3 The enhancements of control and user plane need to be studied in order to have efficient and low latency data transmission.
2.4 Topology & Routing

Several different topologies have been proposed for an IAB network. There are three types of topologies, which can be summarized as follows:

-
Tree based hierarchical topology;

-
Arbitrary mesh based topology.
   -
Directed acyclic graph based topology;

The tree based topology would simplifies the routing problem in IAB, but would suffer from a lack of robustness to radio link failures and blockages. The arbitrary mesh topology would provide maximum robustness to radio link failures and blockages, but this would be at the price of significant complexity and other performance penalties. And the directed acyclic graph (DAG) topology combines the advantages of both trees and more complex arbitrary mesh topologies.
An advantage of a DAG is that it maintains the natural hierarchy of a tree, which as indicated above would considerable simplify the routing problem for IAB. On the other hand, a DAG has the advantage compared to a tree, of potentially redundant paths between a source and destination node. Thus the DAG topology could provide robustness to link failures approaching that of a mesh topology, without sacrificing the simplicity advantages we associated with the tree topology. And finally, a DAG seems to natural extension of dual (or multi) connectivity, which is already supported for the Uu interface. Hence, it is expected that the standardization effort of supporting a DAG topology is likely to be significantly lower than an arbitrary mesh topology. 
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Figure 3. IAB topology based on a directed acyclic graph (DAG)
No matter what topology architecture adopted, some problems need to be studied and clarified, for example serving node discovery and selection, topology management and updating .etc.
Proposal 4 The baseline topology for IAB should be a directed acyclic graph. Topology management mechanisms need to be introduced for IAB. 

For the multi-hop IAB network, routing in the RAN part is an important issue for that a packet will be forwarded via multiple intermediate IAB nodes between the Donor gNB and a specific UE. As shown in the Figure 4, during data transmission between UE and Donor gNB, data can be routed over several different potential paths. 
Regarding routing selection for data transmission, there are two alternatives:

-
Alt 1. Destination Address based routing; and
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Figure 4. An Example of Destination Address Based Routing

-
Alt 2. Path information based routing.
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Figure 5. An Example of Forwarding Path based Routing

Proposal 5 RAN2 should study and evaluate both Destination Address and Forwarding Path based routing, and potential impacts to both UP and CP functions and procedures.

2.5 Security

To ensure data transmission security in an IAB network (for either user plane data or control plane signalling), two possible security architectures can be identified; path based security and hop-by-hop security.  Different IAB architectures as defined in section 2.1 will likely have different implications for how security can be addressed. RAN 2 should evaluate the security implications of each proposed IAB architecture, and study any resulting enhancements that may be needed. 
Proposal 6 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied, and addressed in the context of corresponding IAB architectures. 
2.6 QoS management
To ensure the QoS guarantee for user’s traffic, the QoS mapping should be executed between multiple air interfaces, especially in multi-hop scenarios. For example, in LTE relay network, DeNB is responsible for the downlink QoS mapping between Uu and Un bearer, while RN is responsible for the uplink QoS mapping based on QCI-to-DSCP mapping rules configured by OAM. 
In IAB, QoS mapping between Un(s) and Uu interfaces is still important to ensure QoS guarantee for the bearers of served UEs. And in case of multiple hops, how to ensure QoS guarantee between UE and Donor which includes multiple Un interfaces may further be studied. A more fine-grained QoS policy based on QoS flow is defined in NR. Thus the design of QoS mapping scheme in IAB architecture should also take the flow based QoS granularity into consideration. And the routing may also has impact on QoS on the dimension of delay and bit rate.
Proposal 7 RAN 2 should analyze and study enhancements of QoS management and QoS mapping between Un and Uu radio bearers.

2.7 Network Synchronization Between IAB nodes
It was agreed in last RAN3#99 meeting:

	Time synchronization between IAB nodes is also very essential e.g. to support TDD system and some potential features which need network synchronization. IAB may have additional requirement on network synchronization, which includes in-band wireless backhaul and multi-hops backhauling.


According to TS 38.133, the basic requirement for synchronization between any pair of cells on the same frequency that have overlapping coverage areas in TDD network is [3] µs.

.

Several solutions regarding radio based synchronization and network assisted synchronization were studied in LTE. When considering in-band wireless backhaul and multi-hops backhauling for IAB, the error for network synchronization may increase in proportion to the number of hops, and synchronization mechanisms used for wired networks will likely not be appropriate. 

One possible solution such as path based network synchronization is shown in the Figure 6. In this solution synchronization is achieved by exchanging appropriate messaging across Un links. This messaging could involve enhancing either control plane or user plane functionality, and hence may need to studied in RAN2.
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Figure 6: An example of path based network synchronization 
Proposal 8 When considering in-band wireless backhaul and multi-hop backhauling, path based network synchronization schemes can be a potential solution for IAB. RAN2 should study what enhancements to CP or UP may be needed to implement such a synchronization scheme.
3 Conclusion and Proposals
Based on the discussion, we propose:
Proposal 9 RAN2 should study appropriate mechanisms for mapping of UE bearers to Un logical channels, to enable multiplexing/de-multiplexing of the bearers of different served UEs and appropriate handing of bearer QoS.
Proposal 10 In order to overcome blockage in mmWave frequencies, both multiple connectivity over backhaul and access should be supported and fast link switch in multiple connectivity should be supported.
Proposal 11 The enhancements of control and user plane need to be studied in order to have efficient and low latency data transmission.

Proposal 12 The baseline topology for IAB should be a directed acyclic graph. Topology management mechanisms need to be introduced for IAB. 

Proposal 13 RAN2 should study and evaluate both Destination Address and Forwarding Path based routing, and potential impacts to both UP and CP functions and procedures.

Proposal 14 Regarding UE security, both path based security architecture and hop-by-hop security architecture should be studied, and addressed in the context of corresponding IAB architectures. 
Proposal 15 RAN 2 should analyze and study enhancements of QoS management and QoS mapping between Un and Uu radio bearers.

Proposal 16 When considering in-band wireless backhaul and multi-hop backhauling, path based network synchronization schemes can be a potential solution for IAB. RAN2 should study what enhancements to CP or UP may be needed to implement such a synchronization scheme.
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