3GPP TSG-RAN WG2 Meeting #101bis	R2-1805702
Sanya, China, 16th - 20th April 2018 


Agenda item:	11.1
Source:	Nokia, Nokia Shanghai Bell
Title:	Architecture and Protocols: Connectivity Service Solution for IAB
WID/SID:	FS_NR_IAB - Release 15
Document for:	Discussion and Decision
1	Introduction
This paper proposes an architecture and protocols for IAB whereby transport between relays and a donor is based on 5G PDU Connectivity Services.  This approach takes maximum advantage of PDU Connectivity Services defined for Release 15, permits transport of any IP or Ethernet packet, and minimizes standards changes to the RAN and NGC.  Furthermore, the use of separate connectivity services for access and backhaul facilitates the use of network slicing to isolate resources for each, and separately customize each service.   In this contribution we focus on using an Ethernet Connectivity Service on backhaul hops to transport any access type.
2	Network Architecture
2.1	Overview
An Ethernet Connectivity Service setup by a UE component in an IAB node transports a payload over one hop, with the PDU session terminated in a UPF that supports Ethernet packet forwarding and minimal other functions.  For IAB Nodes directly connected to the Donor, a UPF may be selected in the core network as would be the case for any UE.  The connectivity services setup by a UE component of an IAB node may in principle transport Ethernet packets containing any payload, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1 or other packets, as the relay PDU Session is independent of the “Application” transported by the IAB Node UE.   
Observation 1: An IAB Ethernet Connectivity Service may transport any interface the is carried via IP or Ethernet, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1
While this provides flexibility and future-proofness to address many scenarios, in the current proposal we focus on transport of NR.  The UE serving IAB node may contain a full gNB or be split CU/DU.   For the sake of clarity, we discuss and show examples where the UE serving IAB node contains a DU, and F1 is transported over one or more IAB node PDU sessions.   For this case the F1 GTP/UDP/IP packets are transported by Ethernet/5G-AN Layers.   However, the same transport protocols may be used for the NG interface.  Hence support for UE serving IAB nodes containing full gNBs is intended to be a solution option.
Observation 2:  An IAB Ethernet Connectivity Service can support full gNB, or gNBs that are split CU/DU.
Connectivity services used for backhaul hops are proposed to have some special characteristics to optimize transport, including greatly simplified UPFs, and optimized PDU session anchor selection and relocation.   To facilitate implementation, use of network slicing is an appealing option to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access.   However, the use of slicing is not necessarily required.
Observation 3:  Network Slicing may be a good way to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access, but it is not necessarily required.

2.2 	Network Architecture
A single hop architecture for IAB is shown in figure 1.  Aspects associated with UE PDU sessions are indicated in blue while those associated with backhaul PDU sessions are shown in red.  The UE embedded in the IAB node behaves as a “normal” UE, registering / authenticating with the NGC.   It then sets up one or more backhaul PDU sessions to transparently transport an application payload which may consist of the UE User Plane, Control Plane, IAB Node Control Plane, OA&M and other packets requiring transport.   
In the example configuration shown in figure 1 for transport of NR, a CU/DU split is shown in the UE serving gNB, though as mentioned, NG backhaul is also possible.  Transport of F1 between the IAB node UE and Donor gNB is shown over separate backhaul PDU sessions for the Access User Plane (F1-U), and for the Access Control Plane (F1-C).  In the figure, these backhaul PDU Sessions are terminated respectively in UPF-1 and UPF-2.   A third PDU session used to transport OA&M is terminated in UPF3.  The UE CU (blue), UPF-1, UPF-2 and UPF-3 are shown in a data center, separate from the Donor. It is more efficient for a single instance of these functions to serve multiple donors when there is UE mobility or when IAB nodes establish connectivity across multiple donors. However, an implementation could choose to co-locate these functions with the Donor.
F1-Us from the UE serving IAB node are aggregated across UEs into the backhaul PDU sessions terminating in UPF-1.  Similarly, Access F1-Cs are aggregated across UEs into the backhaul PDU session terminating in UPF-2.   Hence individual UEs need not be visible at each hop in the backhaul.  Finally, as shown in the figure, the Donor RAN may also be split CU/DU, though this split is not required.
Observation 4: An IAB Node embedded UE may setup separate PDU Sessions to transport traffic of different types (eg: u-plane, c-plane, OA&M).  Traffic from multiple subscriber UEs may be aggregated by the IAB Node embedded UE onto a PDU Session and transported transparently over the backhaul.
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Figure 1: Single hop IAB using PDU Connectivity Service
To support multiple hops through more than one IAB node, each hop for each traffic type is a self-contained connectivity service between an IAB UE and a UPF as shown in figure 2.  As in figure 1, both the UE serving gNB and the Donor are split CU/DU.  Again, other options with a full gNB in the UE serving IAB node may be supported as the PDU sessions can transport any IP or Ethernet packet.  IAB nodes at intermediate hops (eg: IAB Node 1) contain both a gNB and a UPF so PDU sessions setup by downstream IAB Nodes can be terminated locally.  These nodes also contain an IAB UE for upstream PDU sessions.
[image: ]
Figure 2: Multi-Hop IAB
	

2.3	 User Plane Protocol

Figure 3: User Plane Protocols
[bookmark: _Hlk505788649]The user plane protocol for the UE is shown in figure 3 for two hop IAB.  Since Ethernet connectivity services are used for backhaul transport, the backhaul PDU Sessions are not concerned with IP address management and hence no IP addresses are issued by the IAB UPFs/SMFs.  The Node IP addresses are allocated using existing setup procedures, and destination IP addresses for the User Plane are known from the GTP tunnel endpoints. In the case of F1, the UE serving IAB node forms an Ethernet packet with the CU MAC address as the destination, as it would for wired backhaul with L2=Ethernet, resulting in an GTP/UDP/IP/Ethernet packet for F1-U.  Downlink is similar with the UE’s CU forming a L2=Ethernet packet with the UE serving IAB node DU MAC address as the destination.
Observation 5:  Ethernet Connectivity Service over backhaul hops requires no change to current IP address management, and backhaul PDU Sessions need not be concerned with IP address management.  Ethernet packets may be formed based on the MAC addresses of the IP packet (eg: F1 tunnel) requiring transport.  
Middle-hop IAB nodes contain embedded UPFs dedicated to terminating PDU sessions from UEs embedded in downstream IAB nodes.  The only currently identified function performed by these UPFs is packet forwarding / bridging.  These UPFs have no external user plane interface.  Hence the user plane protocol below the Ethernet forwarding layer need not be specified (as shown in Figure 3).
Observation 6: The only identified function of IAB Node embedded UPFs is Ethernet Bridging / Packet forwarding / Routing.   Layers below “Ethernet” in the UPF user plane are not externally exposed and may be left to implementation.
A variety of options may be considered for the forwarding control plane, which is needed to maintain correct routes between the UE serving IAB node and the destination (F1 tunnel endpoint) when the IAB tree topology changes because an IAB node connects to a new upstream node, or an existing IAB backhaul link becomes impaired.    Two options are Software Defined Networking (SDN) based control and Shortest Path Bridging (SPB - IEEE 802.1aq).  SDN Control would allow path selection based on a centralized view of the backhaul topology, and more easily permits IAB specific aspects, such as radio link quality, to be considered as a path selection factor.  Also, the logic used by the SDN controller may not require standardization by 3GPP.   Other 3GPP specific options for establishing and maintaining the forwarding path may also be considered.
Observation 7: A variety of options should be considered for the forwarding control plane.  SDN based control may have some advantages to customize path selection for IAB based on wireless aspects, while minimizing 3GPP standardization impact.  Other 3GPP specific options for establishing and maintaining the forwarding path may also be considered.
In discussing the forwarding control plane protocol, it can be useful to separate connectivity from forwarding/routing.  Connectivity between downstream and upstream nodes determines the IAB tree/mesh/graph topology, and should be established based on radio aspects, hop count between UEs and a Donor, and other factors.  For example, an IAB node or Donor may assess signal strength and/or quality reported by a downstream node and trigger a handover or multi-connectivity with a neighbor IAB node, thereby changing the tree/mesh/graph structure, affecting all downstream UEs and IAB nodes.  Given an available tree or mesh topology, for each UE flow, the forwarding control plane may specify paths between the NGC and UE serving IAB nodes.   For example, a downlink packet could be duplicated by a UE’s CU and sent to two different UE serving IAB nodes via different F1-U tunnels that correspond to the different F1 tunnel DU endpoints where the UE is connected.
Observation 8: Ethernet PDU Sessions for IAB can support multi-connectivity, with multiple paths to the UE.  It may be useful to consider establishing forwarding paths through an available IAB tree structure separately from Topology management which determines IAB node connectivity based on radio measurements, hop counts and other considerations.
We also note that while Ethernet service is provided by the IAB PDU sessions, intermediate hops may use the IP layer of the GTP/UDP/IP/Ethernet or the SCTP/IP/Ethernet packet for Layer 3 routing in place of Layer 2 forwarding.   The choice between layer 2 versus layer 3 transport on backhaul hops may be left to implementation.
Observation 9: Use of Ethernet PDU sessions does not restrict transport to Ethernet forwarding.  Routing may be used with the IP packet.

2.4 	UE Control Plane Protocol


Figure 4: UE Access Control Plane Protocols

The control plane protocol for the UE Access is shown in figure 4.  Like the user plane in figure 3, the control plane is transported between the UE serving IAB node and the UE’s CU by Ethernet PDU sessions.  Hence the protocol stacks in the middle “IAB node”, “Donor” and "UPF IAB Node” are identical in figures 3 and 4.   The UE serving “IAB-node” differs only in the payload transported, which is F1-C (F1-AP/SCTP/IP) instead of F1-U 
Observation 10:  The protocol stacks used to transport the UE Control plane across backhaul hops are identical to that used to transport the Access user plane, and comprises one or more chained Ethernet PDU sessions.
For the uplink, the DU in the UE serving IAB node forms an F1-AP/SCTP/IP/Ethernet packet as would a DU in a non-IAB RAN that is using L2=Ethernet for transport.  As was the case for the user plane, the destination MAC address is the CU as determined from the F1 tunnel IP packet.   The packet is then transported via an Ethernet PDU session for one or more backhaul hops.  The downlink is again similar with the UE’s CU forming a L2=Ethernet packet with the UE serving IAB node DU MAC address as the destination.
2.5 	IAB Node Control Plane


Figure 5: IAB Node Control Plane
[bookmark: _GoBack]The control plane protocol for the IAB node-2 is shown in figure 5 for the two-hop case. IAB node-2 contains a UE-part with a normal UE control plane. As depicted, RRC is terminated in IAB-node 1, which as a middle hop IAB node contains a full gNB. Note that with an E1 interface and separation of CU-C from CU-U, it would also be possible to locate RRC in a data center while keeping CU-U in IAB Node 1. That option is FFS after the E1 interface is better defined.  NG-C (including N1 and N2) are transported over upstream hops in the node hierarchy by Ethernet PDU sessions, which in the case shown is one hop to the Donor and UPF. NG-C is transported as an application by the UE embedded in IAB node-1. That is, the NG-AP/SCTP/IP packet normally generated by a gNB control plane is the “Application” transported by the Ethernet PDU session user plane. The Ethernet PDU session used for control plane transport may be different from that used for user plane, as described shown in figure 1.  
The backhaul transport for the IAB node control plane is identical to that shown in figures 3 and 4, except IAB-Node-1 is one air-interface hop closer to the Donor compared to the UE, and the payload transported is the IAB node control plane rather than the UE control or user plane. 	
Observation 11:  The protocol stacks used to transport and the IAB node control plane across backhaul hops are identical to that used to transport the UE User plane and UE Control plane and comprises one or more chained Ethernet PDU sessions.
3	Summary
We make the following observations and proposals:
Observation 1: An IAB Ethernet Connectivity Service may transport any interface the is carried via IP or Ethernet, including N1, N2, N3, N4, Xn, F1, N3, OA&M, Wifi Ethernet, LTE S1
Observation 2:  An IAB Ethernet Connectivity Service can support full gNB, or gNBs that are split CU/DU.
Observation 3:  Network Slicing may be a good way to customize PDU sessions used for backhaul, and isolate resources used for backhaul from those used for access, but it is not required.
Observation 4: An IAB Node embedded UE may setup separate PDU Sessions to transport traffic of different types (eg: u-plane, c-plane, OA&M).  Traffic from multiple subscriber UEs may be aggregated by the IAB Node embedded UE onto a PDU Session and transported transparently over the backhaul.
Observation 5:  Ethernet Connectivity Service over backhaul hops requires no change to current IP address management, and backhaul PDU Sessions need not be concerned with IP address management.  Ethernet packets may be formed based on the MAC addresses of the IP packet (eg: F1 tunnel) requiring transport.  
Observation 6: The only identified function of IAB Node embedded UPFs is Ethernet Bridging / Packet forwarding / Routing.   Layers below “Ethernet” in the UPF user plane are not externally exposed and may be left to implementation.
Observation 7: A variety of options should be considered for the forwarding control plane.  SDN based control may have some advantages to customize path selection for IAB based on wireless aspects, while minimizing 3GPP standardization impact.  Other 3GPP specific options for establishing and maintaining the forwarding path may also be considered.
Observation 8: Ethernet PDU Sessions for IAB can support multi-connectivity, with multiple paths to the UE.  It may be useful to consider establishing forwarding paths through an available IAB tree structure separately from Topology management which determines IAB node connectivity based on radio measurements, hop counts and other considerations.
Observation 9: Use of Ethernet PDU sessions does not restrict transport to Ethernet forwarding.  Routing may be used with the IP packet.
Observation 10:  The protocol stacks used to transport the UE Control plane across backhaul hops are identical to that used to transport the Access user plane, and comprises one or more chained Ethernet PDU sessions.
Observation 11:  The protocol stacks used to transport and the IAB node control plane across backhaul hops are identical to that used to transport the UE User plane and UE Control plane and comprises one or more chained Ethernet PDU sessions.
Proposal 1: PDU Connectivity Services for backhaul hops as described in the paper should be included in the technical report.
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