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Introduction
LTE signalling for RRC connection establishment was optimised to meet the 100ms Idle to Connected transition delay.  Notably, it used S-TMSI in msg 3 for time critical Idle to Active transition Service request scenario to guarantee there is no collision.  By then sending this S-TMSI to MME along with Service request message, it kept the size of the Service request message small.  Service request was itself kept at 4 octets to further minimise Idle to Connected delay.  CT1 was requested by RAN2 to not extend Service request and this size has been maintained even in Rel-15.
Agreements by SA2 and CT1 for 5GC impacts Idle to Connected delay and needs further discussion in RAN.
Discussion
Increase in Idle to Connected transition delay due to size of Service Request
CT1 is currently working a large Service request message size between 10  and 52 octets, with 22 octets being more realistic (see Annex).  NAS integrity protection will add another 5 (or 6) octets. This is significantly larger than the 4 octets of LTE EPC service request.  
Some of that increase comes of carrying 5G-S-TMSI in Service request which could be avoided if S-TMSI or parts of it can be carried in RRC connection request as in LTE.  
The main  contributor to the increase in size comes from the PDU session information related to “Selective activation and deactivation of PDU sessions” in 5GC. That is, when a UE is connected, not all PDU sessions need to be set up (similar to the partial preservation of DRBs in UMTS).  Hence it is required for UE to send in the Service Request the List Of PDU Sessions To Be Activated, List Of Allowed PDU Sessions, PDU Session status (as captured in TS 23.502).  
Such a large service request message will increase Idle to Connected transition delay for most UEs.  This increase comes from possible larger number of HARQ re-tx and RLC segmentation needed.   
Observation #1: Idle to Connected transition delay can be expected to increase for NR compared to LTE/EPC due to larger Service request message.
For ITU submission, RAN chose the Inactive to Connected delay.  Hence the Idle to Connected delay could be considered less important if Inactive state is deployed.
If these increases in delay are not considered acceptable, CT1 and SA2 should be requested to reconsider their design and make the size and design of service request similar to LTE/EPC. 
RAN based optimisations may be possible but such large Service Request may make it difficult to meet LTE times even with those optimisations.   
Delays in Inactive state
As discussed above, one of the reasons for the increase in size is the “selective activation” of the PDU sessions in 5GC.  
A consequence of selective activation of PDU sessions is that some sessions are not activated and not visible at RAN/AS level when the UE is in Inactive state.  When UE has data to send for these PDU sessions, UE has to first transition to Connected, then send a Service request in Connected mode to bring up the PDU session and finally, RAN has to establish the DRBs before UE can send data.   Even with the use of Inactive state, this causes significant increase in the delay to send data for these PDU sessions compared to an Active PDU session in Inactive.
Observation #2: Selective activation of PDU session can significantly increase the delay to send UL data even when the UE is Inactive for PDU sessions are not activated.
It is possible for network to mitigate this increased delay by keeping the PDU sessions that cannot tolerate the increased delay always activated.  
Summary and proposal:
This document discussed the consequences of the large Service Request message currently under discussion in CT1.  The following observations were made:
Observation #1: Idle to Connected transition delay can be expected to increase for NR compared to LTE/EPC due to larger Service request message.
Observation #2: Selective activation of PDU session can significantly increase the delay to send UL data even when the UE is Inactive for PDU sessions are not activated.
Based on these observations, the following proposal is made:
Proposal: It is proposed that RAN2 discuss between:
1) Accept that Idle Active transition delay in NR may be larger than LTE at least in certain scenarios, and depend on Inactive state to meet the state transition delay requirement to Connected
2) Request SA2/CT1 to consider solutions to reduce Service request size.  This could be done in conjunction with RAN2 (e.g., to carry (parts of) TMSI in msg 3).
[bookmark: _GoBack]Annex: Current status in CT1 on Service Request message

Table 8.2.16.1.1: SERVICE REQUEST message content
	IEI
	Information Element
	Type/Reference
	Presence
	Format
	Length

	
	Extended protocol discriminator
	Extended protocol discriminator
9.2
	M
	V
	1

	
	Security header type
	Security header type
9.3
	M
	V
	1/2

	
	Service type
	Service type
9.8.3.48
	M
	V
	1/2

	
	5G-S-TMSI
	5GS mobile identity
9.8.3.4
	M
	LV
	6

	
	Service request message identity
	Message type
9.7
	M
	V
	1

	
	ngKSI 
	NAS key set identifier
9.8.3.27
	M
	V
	1/2

	
	Spare half octet
	Spare half octet
9.4
	M
	V
	1/2

	40
	Uplink data status
	Uplink data status
9.8.2.3
	O
	TLV
	4

	50
	PDU session status
	PDU session status
9.8.2.2
	O
	TLV
	4

	25
	Allowed PDU session status
	Allowed PDU session status
9.8.3.9
	O
	TLV
	4-34
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