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Introduction

From RAN2-NR-AH1801[1], the following were agreed for IAB: 
· The Rel.15 study item focuses on IAB with physically fixed relays. Optimization for mobile relays in future releases is not precluded.
· Common architecture supports both in-band and out-of-band IAB scenarios.
· NR access over NR backhaul is studied with highest priority
· In-band IAB scenarios including (TDM/FDM/SDM) of access and backhaul links subject to half-duplex constraint at the IAB node are supported (This agreement does not exclude full duplex from being studied by RAN1)
· The IAB design should minimize the impact to core network specifications
· IAB design shall support multiple backhaul hops
	-	The architecture should not impose limits on the number of backhaul hops.
	-	The study should consider scalability to hop-count an important KPI.
	-	Single hop is considered a special case of multiple backhaul hops.

In this document, we discuss resource coordination for IAB.
The following terminology is used in this document:
IAB-node: A RAN-node that provides IAB functionality, i.e. access for UEs combined with wireless self-backhauling capabilities.
IAB-donor: A RAN-node that terminates Ng interface with core network.
Path: A transport connection constituent of a sequence of physical links.

Discussion
Resource Coordination to Handle Half Duplex Constraint in IAB Network

As shown in Fig. 1, an IAB-node has two roles:
· AN-F: access node function, e.g. gNB or gNB-DU with a MAC scheduler, which schedules the UEs and other IAB-nodes under its control. 
· The UEs and other IAB-nodes that are under control of an IAB-node are called its child nodes. 
· UE-F: UE function, i.e. the IAB-node acts as a UE which is controlled and scheduled by the IAB-donor or another IAB-node.
· The donor or another IAB-node who controls and schedules the IAB-node is called its parent node.
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Fig. 1 An example of IAB network

An important constraint in radio network is half duplex constraint, where a node cannot transmit and receive at the same time over the same band. In access networks, half duplex constraint only relates to simultaneous DL and UL traffic on access links controlled by the same gNB, and thus, is handled by each gNB through FDD or TDD configuration. But in IAB networks, half duplex constraint relates to traffic between access and backhaul links and among backhaul links, which are controlled by different IAB-nodes. This creates an IAB-network-wise resource coordination problem.   

Observation 1: In IAB networks, the scheduling grant of an IAB-node toward its child node may conflict with the scheduling grant from its parent IAB-node in term of half duplex constraint. 

For example, an IAB-node may need to receive (or transmit) according to its own scheduling grant toward its child node, but the scheduling grant from its parent IAB-node node may indicate it to transmit (or receive) at the same time. These two conflicting scheduling grants, one controlled by the IAB-node and another one controlled by the parent IAB-node, violate half duplex constraint of the IAB-node.  

Observation 2: In IAB networks, in order to provide robustness on backhaul links, an IAB-node may connect with multiple parent IAB-nodes, and these multiple parent IAB-nodes may generate conflicting scheduling grants to the IAB-node that violates half duplex constraint. 

Proposal 1: Resource coordination among IAB-nodes is required to handle half duplex constraint in IAB networks.     

In this work, we focus on resource coordination in IAB networks where half-duplex is addressed via resource partitioning in time. Ideally, without taking into account the signalling overhead, the “optimal” resource coordination could be implemented by a centralized entity using a dynamic approach, who collects the instantaneous information from all links, such as traffic demand and channel conditions etc., and calculates the resource allocation under the half-duplex constraint for each link, and then sends the resulting configuration to each link. The signalling overhead of this “optimal” scheme can be very large for a real network with changing traffic demand and channel conditions. This signalling overhead can be reduced to some extend through a semi-static resource partition scheme, where resource planning occurs on a rather large time scale.  

Proposal 2: Due to the network-wide implications of half duplexing, a semi-static resource coordination approach should be considered for IAB networks as a baseline approach. 

Observation 3: The dynamic resource coordination approach can be applied on top of the baseline semi-static approach and be limited to a local area, e.g. among the links controlled by the same IAB-node as AN-F or by a cluster of neighbour IAB-nodes as AN-Fs etc.

Semi-static Star-based Resource Partitioning versus Semi-static Edge-based Resource Partitioning 

The baseline resource coordination to handle half duplex constraint is also referred as “Semi-static resource partitioning”, where resources in time are partitioned into different sets and are allocated to communication links in a way to avoid scheduling conflicts due to half duplex constraint. 
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Fig. 2 Semi-static star-based resource partitioning
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Fig.3 Semi-static edge-based resource partitioning

To understand the performance tradeoff, consider two semi-static resource partitioning schemes in a simple IAB network as shown in Fig. 2 and Fig3, where it is assumed that all backhaul links have the same link capacity denoted as c1 and all access links have the same link capacity denoted as c2.
· Semi-static star-based resource partitioning. In this scheme, resource sets are allocated to star structures in the IAB network, where each star consists of an IAB-node (or an IAB-donor) as the AN-F and all its child nodes (including UEs and other IAB-nodes as UE-Fs). As shown in Fig.2, there are 3 stars in the example IAB-network. For each star, the AN-F MAC scheduler does resource management among its controlled links based on collected information, such as traffic demand and channel conditions etc., and can adapt to changes quickly within the star. The resource allocation problem under half duplex constraints with full buffer assumption over all UEs is characterized by the optimization problem shown in Fig.2, where the optimal resource usage percentage for each star needs to be determined. The optimum resource allocation solution for the case with c1=4 and c2=1 is shown at Fig.4(a). As we can see, to handle half duplex constraint, different resource sets have to be allocated for adjacent stars (stars whose links share at least one IAB-node) while non-adjacent stars can reuse the same resource set. 
· Semi-static edge-based resource partitioning. In this scheme, resource sets are allocated to individual links in the network as shown in Fig. 3. The resource allocation problem under half duplex constraints with full buffer assumption over all UEs is characterized by the optimization problem shown in Fig.3, where the optimal resource usage percentage for each link needs to be determined. The optimum resource allocation solution for the case with c1=4 and c2=1 is shown at Fig.4(b). As we can see, to handle half duplex constraint, different resource sets have to be allocated for adjacent links (links that share at least one IAB-node) while non-adjacent links can reuse the same resource set. Note that unlike the star-based scheme, the edge-based scheme allows for non-adjacent links from adjacent stars to reuse the same resources. For example, as shown in Fig 4(b), the two links: one between IAB-node1 and UE1 and one between IAB-donor and IAB-node2, are from adjacent stars, but they can still reuse the same blue resource because they are non-adjacent links. 
Note that the max achievable rate depends on the traffic distribution and channel conditions. For given channel condition (c1,c2) and full buffer traffic assumption, edge-based scheme achieves a higher rate than the star-based scheme by allowing a finer granularity in resource partition and allocating each single link with the optimal share of resources, as shown in Fig.2-4. On the other hand, the star-based scheme has better scheduling flexibility, especially in a changing environment. Two implications of the flexibility are listed below:
· varying channel condition or traffic load: star-based can react better by locally shifting resources, 
· dynamics of the network -- e.g. when a new link is added to the IAB: in the edge-based approach, the whole resource allocation should be revisited (since the resource optimization problem is done over all links), while in star-based, it can easily and seamlessly be added.
We show an example in Fig. 5 that edge-based scheme may cause a larger packet delay and possible rate loss in fading environment. In Fig. 5, the channel conditions c21 and c22 follow a fading pattern, where they take turn to vary between two states: good state with value 2 and bad state with value 0. When c21 =2 and c22 =0, only UE1’s traffic can be received by IAB-node1; when c21 =0 and c22 =2, only UE2’s traffic can be received by IAB-node2. With this fading pattern, we have the following observations: 
· For star-based scheme, the IAB-donor can adapt its resource allocation between IAB-node1 and IAB-node2 based on their buffer status, i.e., it will allocate all red resources to IAB-node1 to only serve UE1’s traffic when c21 =2 and c22 =0, and it will allocate all red resources to IAB-node2 to only serve UE2’s traffic when c21 =0 and c22 =2. In this way, there is no loss of performance and it still achieves a rate of 4/3. All the packets received at IAB-node1 or IAB-node2 during good channel states can be delivered in time to IAB-donor. 
· For edge-based scheme, the IAB-donor splits its assigned resources equally between IAB-node1 and IAB-node2, but only one node receives traffic from UE at a time due to fading. Though the access link can offer a rate of 2*4/5 at good channel states, each backhaul link can only offer a rate of 4/5. From UE1’s perspective, for a “good” time period with c21 =2 and c22 =0, among all its packets received by IAB-node1, only half of them can be delivered to IAB-donor in time during this “good” time period, and the remaining half of them have to be backlogged and delivered to the IAB-donor during the next “bad” time period with c21 =0 and c22 =2. The max delay is the entire “bad” time period, which can be large when fading is slow. For some delay-sensitive applications, large delay will translate into lower rate.            

Observation 4: Different resource partitioning schemes may have different trade-offs between resource utilization, signalling overhead, and scheduling flexibility to adapting changes in traffic demands and channel conditions etc.

In general, the topology of an IAB network can be more complicated than the tree topology shown at Fig. 2-5, e.g. it may include multiple IAB-donors and redundant backup links, and thus may require more complex resource partitioning schemes.   
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Fig. 4 Max achievable rate under full buffer assumption and given channel condition (c1=4, c2=1)    
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Fig.5 Scenario with fading pattern        
  

Resource Partitioning on Top of Existing 5GNR Framework

It is desirable to apply the resource coordination for IAB networks on top of the existing 5GNR framework with minimum changes. The 5GNR framework supports both synchronized and asynchronized network deployments. For synchronized IAB-networks, slots as the basic scheduling units are time-aligned within a tightly controlled range, e.g. the propagation delay etc., among all the cells, and thus the network-wise TDD resource partitioning can be accomplished by allocating resources in unit of slots among IAB-nodes. But for asynchronized IAB-networks, additional coordination is required among different IAB-nodes to handle possible scheduling conflicts due to non-aligned slots.   

Observation 5: The resource allocation problem for half duplex constraint is relatively easier to handle in a synchronized IAB-network with same slot structure applied and time-aligned for both access links and backhaul links. 

In this work, we mainly focus on resource allocation in a synchronized IAB-network using existing 5GNR slot structure, and leave the problem in an asynchronized IAB-network for future study. 

The following aspects shall be considered when designing various resource partitioning schemes:
· Whether to differentiate control channels and data channels during resource partitioning. Note that control channels (e.g. PDCCH/PUCCH/PRACH etc.) are normally pre-configured, while data channels (PDSCH/PUSCH) can be scheduled and coordinated through control channels. Depending on application scenarios, same or different resource coordination schemes may be applied between control channels and data channels. For example, in one design, the semi-static resource partitioning may be applied for control channels, and a more dynamic resource allocation scheme may be applied for data channels with coordination through control channels.

· Whether to leave gaps between different resource sets that are consecutive in time. With resource partitioning, a relay node may operate as a AN-F over some links at a resource set, and may operate as a UE-F over some other links at another resource set. Some gap may be required for a relay node to change its roles (and timing reference for its communication) between two resource sets that are consecutive in time. 
· Impact of TDD resource partitioning on existing 5GNR procedures (e.g. HARQ feedback and retransmission, measurement report, radio link monitoring, etc.) and common channels and reference signals (e.g. SSB, RMSI, periodic CSI-RS, etc.) shall be evaluated. For example, we need to evaluate whether the timing requirements of existing procedures are still preserved under the TDD resource partitioning. 
· The impact of TDD resource partitioning to access network shall be minimized. If needed, some resources may need to be dedicated for access network for certain procedures, such as synchronization, paging, random access etc.    
[bookmark: _Hlk510263939]Proposal 3: Design of resource partitioning scheme shall take into account a number of constraints and requirements imposed by 5GNR framework, where the impact of TDD resource partitioning to existing 5GNR procedures and access network shall be minimized.       
Conclusion
In this document, we discuss resource coordination to handle half duplex constraint in IAB network. The following aspects should be considered in the study:
Observation 1: In IAB networks, the scheduling grant of an IAB-node toward its child node may conflict with the scheduling grant from its parent IAB-node in term of half duplex constraint.

Observation 2: In IAB networks, in order to provide robustness on backhaul links, an IAB-node may connect with multiple parent IAB-nodes, and these multiple parent IAB-nodes may generate conflicting scheduling grants to the IAB-node that violates half duplex constraint.

Proposal 1: Resource coordination among IAB-nodes is required to handle half duplex constraint in IAB networks.

Proposal 2: Due to the network-wide implications of half duplexing, a semi-static resource coordination approach should be considered for IAB networks as a baseline approach. 

Observation 3: The dynamic resource coordination approach can be applied on top of the baseline semi-static approach and is limited to a local area, e.g. within the links controlled by the same IAB-node as AN-F or by a cluster of neighbour IAB-nodes as AN-Fs etc.

Observation 4: Different resource partitioning schemes may have different trade-offs between resource utilization, signalling overhead, and scheduling flexibility to adapting changes in traffic demands and channel conditions etc.

Observation 5: The resource allocation problem for half duplex constraint is relatively easier to handle in a synchronized IAB-network with same slot structure applied and time-aligned for both access links and backhaul links.

Proposal 3: Design of resource partitioning scheme shall take into account a number of constraints and requirements imposed by 5GNR framework, where the impact of TDD resource partitioning to existing 5GNR procedures and access network shall be minimized.
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