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1. Introduction
The IAB study item aims to define integrated access and backhauling (IAB) solutions for NR. The following agreements were made in RAN-2 NR Ad hoc 1801 [1]: 
Agreements

1: IAB design shall support multiple backhaul hops


-
The architecture should not impose limits on the number of backhaul hops.


-
The study should consider scalability to hop-count an important KPI.


-
Single hop is considered a special case of multiple backhaul hops.
2: Topology adaptation for physically fixed relays is supported to enable robust operation, e.g., mitigate blockage and load variation on backhaul links
3: L2 and L3 relay architectures will be studied. Definitions of L2- and L3-relaying in the context of IAB is FFS
4: The IAB design should minimize the impact to core network specifications

5: The study should consider the impact to the core network signalling load as an important KPI
6: Strive to maximize reuse of Rel-15 NR specifications for the design of the backhaul link. Enhancement can also be considered.
In RAN-3 #99, a multi-company proposal established five generic IAB architectures for L2- and L3-relaying in compliance with the above agreements [2]. In this paper, enhancements to the backhaul U-plane for L2-relaying architectures are considered. The discussion focuses on operation in SA-mode with NGC. Operation in NSA-mode and with EPC is also possible as discussed in [3].

2. Discussion
2.1 L2-relaying architectures
R3-181502 [2] introduces two L2-relaying reference architectures referred to as Architecture 1a and Architecture 1b.

Architecture 1a:
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Figure 1a: Reference diagram for Architecture 1a (standalone mode)
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Figure 1b: Reference diagram for Architecture 1b (standalone mode)
Both architectures leverage CU/DU-split with the following features:

· The IAB node collocates a DU and a Mobile Termination function (MT). Via the MT, the IAB-node connects to an upstream IAB-node or the IAB-donor. Via the DU, the IAB-node establishes RLC-channels to UEs and to MTs of downstream IAB-nodes. 
· The donor also holds a DU to support UEs and MTs of downstream IAB-nodes. The IAB-donor holds a CU for the DUs of all IAB-nodes and for its own DU.

The following U-plane protocol modifications are considered in this document:

· F1 is modified and referred to as F1*:

· In Architecture 1a, the end-to-end UE-bearer association of F1*-U is transported within the L2 stack.

· In Architecture 1b, the end-to-end association of F1*-U is carried over a PDU-session between the MT, that is collocated with the DU, and a UPF residing on the donor. 

· The RLC-channel on backhaul links may be modified and is referred to as RLC*. 

· An adaptation layer is introduced into the layer-2 stack of the backhaul links for routing.

The following section discusses modifications to F1-U as well as identifiers that need to be carried on L2.

2.2 User-Plane Aspects
2.2.1 F1*-U functionality 
F1*-U should support the same principal functionality as F1-U, which includes:

· End-to-end UE-bearer association between DU and CU. Native F1-U uses TEID in the GTP-U header for this purpose. 

· Routing across multi-hop wireless backhaul. For routing across wireline fronthaul, F1-U uses IP addresses on IP header for this purpose.

· Service differentiation on wireless backhaul links. F1-U uses DSCP field on IP header for service differentiation on wireline fronthaul links.

2.2.2 End-to-end UE-bearer Association
In Architecture 1a, the UE-bearer association is represented by an end-to-end UE-bearer Id, which is carried in the adaptation layer or represented by TEID in an explicit GTP-U header (see stack in Figure 1a).
In Architecture 1b, the UE-bearer association is represented by TEID in GTP-U, which is carried over the PDU-session (see stack in Figure 1b). 

2.2.3 Routing 
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Figure 2: Routing across multi-hop backhaul: 2a) based on UE-bearer-Id; 2b) based on route-Id

For routing across the multi-hop backhaul plane, the UE-bearer Id can be used directly. Alternatively, a Route-Id is introduced, which may be carried by the adaptation layer (Figure 2). The following trade-off is observed:

· Routing via UE-bearer Id requires on-demand route management on IAB-nodes as UEs arrive or depart. The UE-bearer Id must also be accessible on layer 2, which only applies to architecture 1a.
· Routing via Route-Id allows proactive route management on IAB-nodes, which has lower signalling load as on-demand route management. Further, separate Route-Id management function is required.
Observation 1: A layer-2 Route Id can lower signalling overhead, but it introduces additional management tasks.
Proposal 1: Layer-2 routing using Route-Id and UE-bearer-Id should be considered in the study. 

2.2.4 Service differentiation
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Figure 3: Service differentiation on backhaul links: 2a) QoS enforcement with UE-bearer granularity using one logical channel per bearer; 2b) QoS-enforcement based on bundling of UE-bearers to service classes
On the backhaul link, QoS can be separately enforced for the traffic of each UE-bearer. In this case, one logical channel is used on behalf of each UE-bearer, whose traffic is carried on this backhaul link. Alternatively, QoS enforcement is based on service classes, where each class bundles traffic of multiple UE-bearers with similar QoS requirements onto one logical channel (Figure 3).

The following trade-off is observed:
· QoS-enforcement with UE-bearer-granularity: Since the backhaul link may aggregate traffic of many UE-bearers the number of logical channels may easily exceed the LCID space. Therefore, LCID-range extension should be considered.
· QoS-enforcement based on service class: With higher degree of bundling, QoS differentiation among UE-bearers becomes increasingly compromised. At the same time, the number of logical channels can be highly reduced leading to lower node complexity. Individual UE-bearers, which have special QoS requirements, may still be handled via a dedicated service class definition.

Observation 2: The number of logical channels for QoS-enforcement on backhaul links can become excessive unless bearer traffic is bundled to service classes.
Proposal 2: The bundling of bearer traffic to service classes should be considered in the study. 

The bundling of UE-bearers to service classes can be configured on each IAB-node. In this case, the UE-bearer Id carried on the PDU is used as an implicit indicator for the PDU’s priority level. Alternatively, a service-class-Id is explicitly carried on the PDU. 
The following trade-off is observed: 
· Priority level indicated via UE-bearer Id requires on-demand configuration of the mapping to service class, i.e. as UEs arrive or depart.
· Priority level indicated via service-class Id allows proactive QoS configuration, which lowers signalling load over on-demand mapping configuration. A separate Route-Id management function is required.
Observation 3: A layer-2 service-class Id can lower signalling overhead, but it introduces additional management tasks.
Proposal 3: QoS enforcement based on UE-bearer Id or service-class Id should be considered in the study.
2.2.5 Implications on Architectures 1a and 1b
In Architecture 1a, the UE-bearer-Id is carried on layer-2 and therefore accessible for routing or to indicate priority level. It is also possible to introduce route Id and service-class Id as discussed above.
In Architecture 1b, the UE-bearer Id is carried over a PDU session and it may not be readily accessible on layer-2. It is therefore more convenient to use a route-Id and indicate priority level via service-class Id. 
3. Conclusions

This contribution discusses U-plane aspects of L2-relaying architectures. The following proposals have been made:
Proposal 1: Layer-2 routing based on route-Id and UE-bearer-Id should be considered in the study. 

Proposal 2: The bundling of bearer traffic to service classes should be considered in the study. 

Proposal 3: QoS enforcement based on UE-bearer-Id or service-class Id should be considered in the study.
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