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1 Introduction

In RAN2#101 meeting, some agreements about the DRB IP were reached based on the discussion [R2-1802965].

Agreements for EN-DC

1:
Integrity protection of DRB is not supported for EN-DC. 

Agreements for SA 

2:
Any data packet failing integrity check is discarded by PDCP.
3:
It is left to network to ensure that the UE supported data rate for integrity protection is not exceeded.  UE behaviour when data rate exceeds supported rate is unspecified.

4:
In NR UE capability signalling add a code point for support of the full data rate of the UE.

5:
Signal the UE capability for supported max data rate for DRB IP in NAS as part of the rest of the UE security capability.  This should be confirmed with SA3/CT1/RAN3.

6
Some description of the max DRB-IP data rate should remain visible in the AS specs (either 38.306 or 38.300). Details TBD.

FFS: After detecting [N] IP failures the UE reports the failure to the network.

FFS: Whether N=1 or >1, whether the report indicate the DRB that has failed.
Agreements

1
If integrity protected applies to a PDU session then it is applied to all DRBs of the PDU session.

2
If ciphering applies to a PDU session then it is applied to all DRBs of the PDU session.

Note: Signalling may still be per DRB and the above constraints ensured by network configuration. To be concluded in final ASN.1 design.

However, it is still an open issue that when the DRB IP failure occurs, what’s the exact UE behavior and network behavior respectively. In this paper, we will discuss the UE and network behavior due to DRB IP failure and ensure the reliability of the data transmission.
2 Discussion

In RAN2#101 meeting, the DRB IP failure issue was discussed and companies have provided some solutions on the DRB IP failure handling, but there is no consensus reached during the meeting.

According to the online and offline discussion in last meeting, there are 3 cases to lead to DRB IP failure.

Case 1: CRC check failure related DRB IP failures. This case will happen randomly without any implication.  If there is one TB occurring CRC check failure, then all the PDCP PDUs multiplexed in this TB will encounter the DRB IP check failure issue. In this case, it’s quite straightforward to use the PDCP recovery to resume the discarded data caused by DRB IP failure.

Case 2: HFN de-synchronization related DRB IP failures. This case is a rare case. If happened, the DRB IP check failure will be sustained. Only using release and add DRB or full configuration of DRB can fix the problem.
Case 3: Attack related DRB IP failures. However, it is not clear how and what an attacker will do actually in this case. It would be easy to just reconfigure the key of the UE or reestablish the RRC connection. 

	causes of the DRB IP failure
	Characters
	Action to fix the problem

	CRC check failure
	· Happened randomly.

· All the PDCP PDUs multiplexed in this TB will encounter the DRB IP check failure issue.

· Can be fixed with PDCP recovery.
	Trigger the PDCP recovery.

	HFN de-synchronization
	· A rare case.

· DRB IP check failure will be sustained.

· Release and add the DRB or Full configuration of the DRB can fix the problem.
	The network should be notified.

Release and add the DRB or Full configuration of the DRB.

	an attack
	· It is not clear how and what an attacker can do actually.

· Refresh the key may fix the problem or trigger the RRC re-establishment.
	The network should be notified.

Refresh the key for the UE or trigger the RRC re-establishment.


For case 1 and case 2, as mentioned above, the solutions in different cases are various, and it is benefit to notify the network about the cause for the DRB IP failure issue, and in this case, the network can take the corresponding action to fix the problem. 
For case 3, it is difficult for the UE to know what the attack will do. So the refresh key may fix the problem. Maybe the RRC re-establishment is needed.

In RAN2#101 meeting, it was agreed that any data packet failing integrity check is discarded by PDCP. Thus, the discarded data will be lost because there is no re-transmission and recovery mechanism from AS perspective. It will impact the reliability of the data transmission especially for the DRB configured with RLC AM. However, the Packet Error Loss Rate is 10-6 in LTE for some service, e.g. www, e-mail, chat, ftp, p2p file sharing, progressive video, etc. in TS23.203. As RAN2 discussed before, the DRB IP will be used for some service, e.g. IOT. The service data is the command or indication for some IOT service, e.g. industrial automation. This kind of service has higher QOS requirement of reliability. This performance requirement for the Packet Error Loss Rate is guaranteed by the gNB via ARQ, HARQ and some other mechanism. So over-discarding PDCP packet due to DRB IP failure will impact the Packet Error Loss Rate.

When the DRB IP failure is detected, the entity who detects the DRB IP failure should try to recovery the discarded packet first if the RLC is AM mode for reliability purpose. Then the entity should try to send the indication to the MN to inform the MN about the DRB IP failure issue happened. If there is no action from network side after sending the indication to the network, then the UE can decide to perform the RRC reestablishment procedure.

Proposal 1: When the DRB IP failure is detected, the entity who detects the DRB IP failure should try to recovery the discarded packet first at least for the RLC AM mode for reliability purpose.
Proposal 2: No matter if the PDCP recovery can solve the DRB IP issue or not, the entity who detects the DRB IP failure should try to send the indication to the MN to inform the MN about the DRB IP failure issue happened.
Proposal 3: If there is no action from network side after sending the indication to the network, then it is up to UE decision to perform the RRC reestablishment procedure.

2.1 PDCP PDU recovery due to DRB IP failure
In LTE, the reliability of data carried by the DRB with AM RLC will be guaranteed by the ARQ and HARQ mechanism. However, DRB IP function is introduced in NR, and the DRB IP failure may cause the data loss and may impact the reliability of the data transmission especially for the DRB configured with RLC AM. So receiver side can trigger a PDCP status report for the DRB if the DRB IP failure occurs in order to guarantee the requirement of the reliability transmission.

The purpose of the PDCP status report from receiver side is to trigger the transmitter side to retransmit the NACK PDCP PDU, and to enable this, the transmitter side should cache the PDCP PDU for a while. If the PDCP status report indicates the PDCP PDU is successfully received, and those PDCP PDU will be released. 

Proposal 4: The PDCP status report should be triggered in the receiver side if the DRB IP failure occurs. The PDCP PDU should be retransmitted in the transmitter side based on the PDCP status report from receiver side. 

Another issue is how to trigger the PDCP status report. We think when the DRB IP failure occurs then the PDCP status report can be triggered. But in order to reduce the amount of the PDCP status report, a counter can be defined which will be increased by one when the DRB IP failure occurs. When the counter reaches the maximum value, then the PDCP status report is triggered. At the same time, we can also use a timer to control the PDCP status report trigger.

Proposal 5: The trigger of the PDCP status report is based on the number of the DRB IP failure packet or based on a timer since the first DRB IP failure occurs.
2.2 DRB IP failure indication to network
When the DRB IP failure is detected in network side and the PDCP is located in the MN, the MN can know the DRB IP failure happened, while on the other hand if the PDCP is located in SN and the SN should inform the MN about the DRB IP failure issue via Xn interface. 
If the SN detects the first DRB IP failure, it is not necessary to report the DRB IP failure immediately because there is no attack actually, just case 1 and case 2 happened. The SN should try to recovery the DRB IP data firstly because the SN may not know what happened. Then, SN should decide to report only after a number of DRB IP failure occurs or DRB IP failure occurs continuously for a period to MN. 
Option 1: define a counter to count the DRB IP failure packet, when the counter meet a threshold, then the SN can be triggered to report the DRB IP failure issue to the MN.

Option 2: when the first DRB IP failure packet is detected, then start a timer. When the timer expiries, if continuous DRP IP failure happens, then the SN can be triggered to report the DRB IP failure issue to the MN.

Option 3: when the first DRB IP failure packet is detected, then the SN can be triggered to report the DRB IP failure issue to the MN.

Proposal 6: For uplink in network side, if the DRB IP failure is detected in SN and the amount of the PDCP PDU IP failure reaches a threshold, then the SN should inform the MN about the DRB IP failure indication via Xn interface.

Proposal 7: send LS to RAN3 about the about the DRB IP failure indication via Xn interface from SN to MN.

For the same reason as DRB IP failure detected in UE side, the UE should report the DRB IP failure issue to the network based on the number of the DRB IP failure packet or a timer as explained as above.
If the DRB IP failure is detected in UE side, the UE should try to recovery the discarded data firstly, and then the UE should inform the DRB IP failure to the network. In this case, the UE can send the indication via SCG SRB or MCG SRB. No matter which node receives the indication, the MN is the responsible node to handling the issue, so the UE should send the indication to the MN directly in order to reduce the delay to handling the issue.

Proposal 8: For downlink in UE side, if the DRB IP failure is detected in UE and the amount of the PDCP PDU IP failure reaches a threshold, the UE should inform the MN the DRB IP failure indication via MCG SRB directly no matter what kind of bearer encounter the DRB IP failure.

It is necessary that the network know the DRB on which the DRB IP failure is detected. But the time information and location information where the DRB IP failure is detected is useful for the operator to troubleshoot the hidden attack or security threatens.
Proposal 9: the DRB IP failure indication should include at least the DRB ID, the time and location information when the DRB IP failure is detected can be included in the DRB IP failure indication.

Proposal 10: After the MN receiving the indication about the DRB IP failure case, the MN behavior is up to network implementation.
2.3 RRC reestablishment to network
As discussed above, when the attack exists, the DRB IP failure may not be transmitted successfully. So the RRC reestablishment may be triggered to solve the issue as soon as possible, but it is up to UE to perform the RRC reestablishment procedure. Furthermore, the attack threat should be known by the network and the network can take some action to remove the threat permanently. In this case, some log information may be useful for the operator to troubleshoot the hidden attack or security threatens, e.g. the time information and location information where the DRB IP failure is detected.
Proposal 11: the UE will always log the location information and location information when the DRB IP failure is detected. When the UE own the RRC connection, the UE will report the log information to the network.
3 Conclusions:

In this contribution, we discuss the behavior of the UE and network due to DRB IP failure and ensure the reliability of the data transmission:
Proposal 1: When the DRB IP failure is detected, the entity who detects the DRB IP failure should try to recovery the discarded packet first at least for the RLC AM mode for reliability purpose.
Proposal 2: No matter if the PDCP recovery can solve the DRB IP issue or not, the entity who detects the DRB IP failure should try to send the indication to the MN to inform the MN about the DRB IP failure issue happened.
Proposal 3: If there is no action from network side after sending the indication to the network, then it is up to UE decision to perform the RRC reestablishment procedure.
Proposal 4: The PDCP status report should be triggered in the receiver side if the DRB IP failure occurs. The PDCP PDU should be retransmitted in the transmitter side based on the PDCP status report from receiver side. 

Proposal 5: The trigger of the PDCP status report is based on the number of the DRB IP failure packet or based on a timer since the first DRB IP failure occurs.
Proposal 6: For uplink in network side, if the DRB IP failure is detected in SN and the amount of the PDCP PDU IP failure reaches a threshold, then the SN should inform the MN about the DRB IP failure indication via Xn interface.

Proposal 7: send LS to RAN3 about the about the DRB IP failure indication via Xn interface from SN to MN.

Proposal 8: For downlink in UE side, if the DRB IP failure is detected in UE and the amount of the PDCP PDU IP failure reaches a threshold, the UE should inform the MN the DRB IP failure indication via MCG SRB directly no matter what kind of bearer encounter the DRB IP failure.
Proposal 9: the DRB IP failure indication should include at least the DRB ID, the time and location information when the DRB IP failure is detected can be included in the DRB IP failure indication.

Proposal 10: After the MN receiving the indication about the DRB IP failure case, the MN behavior is up to network implementation.
Proposal 11: the UE will always log the location information and location information when the DRB IP failure is detected. When the UE own the RRC connection, the UE will report the log information to the network.
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