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1. Introduction
During RAN2 NR AH#1801 meeting, a potential scenario of UE L2 buffer overflow was discussed based on [1], which proposes to enhance RLC status reporting. A companion contribution [2] presents the same issue. 

In this contribution, we consider further this problem and propose a way to handle UE L2 buffer congestion.
2. Discussion
2.1. Background on L2 buffer overflow in UTRA/LTE
For UTRA and “legacy LTE” (before DC), downlink data waiting for HARQ/ARQ retransmissions are mainly stored in RLC (except for HO case in LTE).

In UTRA, “Full Buffer Behavior” is described for RLC in 25.322. Basically it states that the UE shall be able to handle first missing PDUs (corresponding to VR(R) ), and may discard other received PDUs (consider them as not received).

In LTE, the following NOTE is captured in 36.300:
“NOTE 1:
The eNB may not be able to guarantee that a L2 buffer overflow will never occur. If such overflow occurs, UE may discard packets in the L2 buffer.”
This NOTE dates back from “legacy LTE”, when packets were mainly stored in RLC, either as RLC PDUs, or reassembled RLC SDUs. It is believed the proposed behaviour is similar as the UTRA one.

Observation 1: In (E-)UTRA, the RAN is expected to prevent L2 buffer overflow occurrence (as far as possible)
Observation 2: In (E-)UTRA, it is recognized that this cannot be guaranteed in all cases, hence a behavior of discarding packets from L2 buffer is specified (in UTRA) / noted (in LTE) 

2.2. Need of flow control to address L2 buffer congestion 

In [2], it is stated that there is a need of flow control to address L2 buffer congestion.
In our understanding, there is already a flow control mechanism thanks to RLC feedback (and for DC, X2/Xn fast flow control) which enables the PDCP transmitter entity to always know how much outstanding PDCP PDUs data might be buffered in the UE. This is also needed to prevent the PDCP transmitter to have more than half the PDCP SN space outstanding PDCP PDUs, which could result in HFN desynchronization.
Observation 3: There is already a flow control mechanism to limit L2 buffer congestion

The question should be, whether some further additional (faster) flow control (or feedback in general, such as “buffer full” indication) is needed. 
Regardless of the answer to that question, it seems not possible to completely eradicate UE L2 buffer congestion, for the same reasons as stated for LTE (multi bearer scenarios, L2 memory sharing between UL and DL). This seems also not desirable as this would require over-dimensioning L2 buffer and/or would require the NW to take extra margin in scheduling (resulting in a L2 buffer nearly empty most of the time).
Observation 4: It is seems neither possible nor desirable to completely eradicate UE L2 buffer congestion occurrence
Hence in our view, we should first look at handling of L2 buffer congestion at UE side.
2.3. Actions on L2 buffer congestion 

As described earlier, UTRA has a rather well specified behaviour, legacy LTE is more ambiguous. The LTE DC change (storing PDCP SDUs in reordering buffer) was not considered, even though the NOTE seems to allow discarding such PDCP SDUs. And behaviour for NR is not yet specified so far.
It is useful to take the (extreme) example described in [1] for the discussion. We consider an EN-DC scenario, and a downlink data transfer on a split AM RB with a single RLC PDU missing on the LTE link. We assume it corresponds to a single PDCP SDU. For simplicity, we assume no X2/buffering delay on the NR link.

While waiting for this single missing PDCP SDU from the LTE link, the PDCP SDUs from the NR link may quickly congest the UE L2 buffer. The buffer build-up may be up to RTTworstcase_LTElink * MaxDLDataRateNR, whereas the UE L2 buffer dimensioning assumes low NR RTT when operating at MaxDLDataRateNR (i.e. RTT_NRlink * MaxDLDataRateNR is considered).
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We see different possible behaviours.
2.3.1. Discard incoming packets

As suggested in [1] and [2], the UE may discard (drop) new incoming packets:

Observation 2: For split bearer, if one RLC channel condition is waiting for retransmissions and the other RLC is transmitting at peak rate, the buffer buildup may force UE to drop packet due to buffer overflow resulting in poor user experience and increased load at network side in practice.

Observation 5: Once UE memory is exhausted, new data will not be accepted by the receiver if one leg is stuck due to pending retransmissions and other leg is receiving packets.

In our understanding, this means discarding packets e.g. at RLC PDU level, similarly as in UTRA, i.e. indicating them as NACK at RLC level (on both links), while the missing RLC PDU on LTE is not received. This could also be done at HARQ level, by discarding MAC PDUs. The NR link will perform retransmissions of previously successfully transmitted PDUs, which enable to gain some time waiting for the missing LTE RLC PDU, while keeping the lossless property of AM bearer.
However, this leads to a huge waste of radio resources, and will results in a link failure after some time (as the NW will not perform ARQ indefinitely).

An alternative is that the UE may consider NR RLC PDUs successfully received (ACK at NR RLC level), but drop resulting PDCP SDUs. This avoids useless NR RLC retransmissions.

However, this introduces huge packet losses at application level, as in this example PDCP SDUs will be discarded at the rate of MaxDLDataRateNR during the duration of the L2 buffer congestion. This is also a huge waste of radio resources, since successfully transmitted PDCP SDUs ends up being discarded in the UE.
In both cases, the L2 buffer congestion is not resolved till the missing packet is received.

Observation 5: Discarding incoming packets leads to a huge waste of radio resources, as well as huge packet losses or link failure, and does not resolve the L2 buffer congestion 
2.3.2. Flushing L2 buffer 
We discuss two alternatives which enable to flush the L2 buffer (resolving the congestion), without wasting radio resources.
Stop waiting for missing packet
It seems that in the above scenario, a simple solution would be to just stop waiting for the missing PDCP SDU from the LTE link. In other words, act as if the reordering timer has expired, as soon as the L2 buffer congestion is detected. 
This would flush the PDCP SDUs stored in L2 buffer to upper layers, and would also instantaneously free-up UE L2 memory (completely in this example), resolving the L2 buffer congestion.

When finally received, the missing PDCP SDU from LTE link will be discarded according to existing PDCP receiver procedure. The only consequence in this example is a single lost PDCP SDU.
For data transfer, it is expected that TCP is used. The lost PDCP SDU will be interpreted as congestion, and TCP congestion avoidance will kick-in. The exact behavior depends on TCP implementation. However, typically, this would result in halving the congestion window and entering fast recovery (triggering retransmission of missing segments). This is also typically the case for larger gaps (several SDUs lost) or multiple gaps, as SACK support is now common. This might be considered as appropriate as UE buffer was indeed congested. Note that PDCP SDU loss can already happen in case of reordering timer expiry, or AQM (e.g. PDCP discard timer) at NW side.
Halving the congestion window may or may not reduce the throughput. In the worst case, it can halve the throughput. However, this is only if there was no data buffered before the NR link, which is usually not the case. For instance, if the TCP transmitter had an amount of data corresponding to the amount of data in flight (around RTT_NRlink * MaxDLDataRateNR in this example), halving the transmission window would flush that data without impacting the throughput.
Allowing out-of-order delivery
Instead of giving-up waiting for the missing PDCP SDU, it is possible to consider that out-of-order delivery is allowed while L2 buffer congestion is detected. The behavior / consequences are similar as in the previous alternative, however it enables to continue waiting for the missing PDCP SDU, and deliver it out-of-order when it is finally received. 

Observation 6: Flushing L2 buffer resolves the L2 buffer congestion at the expense of minimal packet loss, without wasting radio resources 
Whether a lossless behavior is preferred might depend on the type of traffic or QoS (e.g. for SRB, a lossless behavior is preferred). Hence, whether flushing L2 buffer is allowed in case of L2 buffer congestion could be configured on a per RB basis. The detection of L2 buffer congestion could rely on a configured threshold (e.g. in percentage from the declared L2 buffer size). Optionally, an indication can also be sent to the NW (such as a PDCP status report) when a L2 buffer flush is performed, to inform that L2 buffer congestion occurred and enable the NW to take actions.

As the UE implementations may vary drastically and possibly lead to inefficient solutions, impacting radio resources, we make the following proposals:

Proposal 1: Specify handling of UE L2 buffer congestion
Proposal 2: Allow flushing L2 buffer to efficiently resolve the L2 buffer congestion
3. Conclusion 

In this contribution, we discussed some aspects of L2 buffer congestion, and made the following observations:
Observation 1: In (E-)UTRA, the RAN is expected to prevent L2 buffer overflow occurrence (as far as possible)
Observation 2: In (E-)UTRA, it is recognized that this cannot be guaranteed in all cases, hence a behavior of discarding packets from L2 buffer is specified (in UTRA) / noted (in LTE)
Observation 3: There is already a flow control mechanism to limit L2 buffer congestion
Observation 4: It is seems neither possible nor desirable to completely eradicate UE L2 buffer congestion occurrence
Observation 5: Discarding incoming packets leads to a huge waste of radio resources, as well as huge packet losses or link failure, and does not resolve the L2 buffer congestion
Observation 6: Flushing L2 buffer resolves the L2 buffer congestion at the expense of minimal packet loss, without wasting radio resources 
We made the following proposals:

Proposal 1: Specify handling of UE L2 buffer congestion
Proposal 2: Allow flushing L2 buffer to efficiently resolve the L2 buffer congestion
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