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1	Introduction
In the previous RAN2#AH-1801 the following details wrt. PDCP duplication were agreed:
Agreements:
1. Upon packet duplication activation, only PDCP SDUs/PDUs not submitted to lower layers are duplicated.  
2. Baseline is that packed duplication is support for data PDUs
3. For packet duplication, when to submit PDCP PDUs to lower layers is up to UE implementation.  FFS on UE behaviour when duplication is deactivated and what PDCP data volume is used.  
4. After packet duplication is activated, for DC duplication, PDCP data volume is indicated to both the MAC entity associated with the primary RLC entity and the MAC entity associated with the secondary RLC entity
5. After packet duplication is activated, for CA duplication, PDCP data volume is included in both the LCG associated with the primary RLC entity and the LCG associated with the secondary RLC entity.  
6. Packet duplication does not impact RLC data volume
7. The UE shall discard packets that have been acknowledged by RLC in the other RLC leg.   PDCP should indicate to the other associated RLC entity to discard the corresponding PDCP PDU.  RLC procedures and PDCP discard procedures are not impacted by this agreement.
8. The deactivated RLC entity is not re-established 
9. For CA and DC upon deactivation of PDCP data duplication, the UE transmitting PDCP entity should indicate to lower layers to discard all PDCP PDUs provided for duplicate transmission to the secondary RLC entity  
10. When configuring duplication, RRC can also set the initial state (active or inactive) for DRBs.
11. If SRB is configured to use duplication, the state is always active
12. FFS Duplication is supported for SRBs for CA 

In this contribution, we discuss further how the Tx side handling could be realized efficiently.
The contribution is revised such that already agreed/discussed details are removed and a new proposal is added.
2	Tx Window Operation
The latest version of NR PDCP currently specifies the following [38.323]:
	5.2.1	Transmit operation
At reception of a PDCP SDU from upper layers, the transmitting PDCP entity shall:
-	start the discardTimer associated with this PDCP SDU (if configured);
For a PDCP SDU received from upper layers, the transmitting PDCP entity shall:
-	associate the COUNT value corresponding to TX_NEXT to this PDCP SDU;
NOTE:	Associating more than half of the PDCP SN space of contiguous PDCP SDUs with PDCP SNs, when e.g., the PDCP SDUs are discarded or transmitted without acknowledgement, may cause HFN desynchronization problem. How to prevent HFN desynchronization problem is left up to UE implementation.
-	perform header compression of the PDCP SDU as specified in the subclause 5.7.4;
-	perform integrity protection, and ciphering using the TX_NEXT as specified in the subclause 5.9 and 5.8, respectively;
-	set the PDCP SN of the PDCP Data PDU to TX_NEXT modulo 2[pdcp-SN-Size];
-	increment TX_NEXT by one;
-	submit the resulting PDCP Data PDU to lower layer as specified below.
When submitting a PDCP Data PDU to lower layer, the transmitting PDCP entity shall:
-	if the transmitting PDCP entity is associated with one RLC entity:
-	submit the PDCP Data PDU to the associated RLC entity;
-	else, if the transmitting PDCP entity is associated with two RLC entities:
-	if pdcpDuplication is configured and activated:
-	duplicate the PDCP Data PDU and submit the PDCP Data PDU to both associated RLC entities;
-	else, if pdcpDuplication is configured but not activated:
-	submit the PDCP Data PDU to the configured RLC entity;
-	else:
-	if the PDCP data volume is less than ul-DataSplitThreshold:
-	submit the PDCP Data PDU to the configured RLC entity;
-	else:
-	submit the PDCP Data PDU to one of the associated RLC entity.
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At reception of a PDCP Data PDU from lower layers, the receiving PDCP entity shall determine the COUNT value of the received PDCP Data PDU, i.e. RCVD_COUNT, as follows:
-	if RCVD_SN <= SN(RX_DELIV) – Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) + 1;
-	else if RCVD_SN > SN(RX_DELIV) + Window_Size:
-	RCVD_HFN = HFN(RX_DELIV) – 1;
-	else:
-	RCVD_HFN = HFN(RX_DELIV);
-	RCVD_COUNT = [RCVD_HFN, RCVD_SN].
After determining the COUNT value of the received PDCP Data PDU = RCVD_COUNT, the receiving PDCP entity shall:
-	if RCVD_COUNT <= RX_DELIV; or
-	if the PDCP Data PDU with COUNT = RCVD_COUNT has been received before:
-	perform deciphering and integrity verification of the PDCP Data PDU using COUNT = RCVD_COUNT;
-	if integrity verification fails:
-	indicate the integrity verification failure to upper layer;
-	discard the PDCP Data PDU.
-	else:
-	perform deciphering and integrity verification of the PDCP Data PDU using COUNT = RCVD_COUNT;
-	if integrity verification fails:
-	indicate the integrity verification failure to upper layer;
-	discard the PDCP Data PDU.
If the received PDCP Data PDU with COUNT value = RCVD_COUNT is not discarded above, the receiving PDCP entity shall:
-	store the resulting PDCP SDU in the reception buffer;
-	if RCVD_COUNT >= RX_NEXT:
-	update RX_NEXT to RCVD_COUNT + 1;
-	if outOfOrderDelivery is configured:
-	deliver the resulting PDCP SDU to upper layers.
-	if RCVD_COUNT = RX_DELIV:
-	deliver to upper layers in ascending order of the associated COUNT value after performing header decompression, if not decompressed before;
-	all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from COUNT = RX_DELIV;
-	update RX_DELIV to the COUNT value of the first PDCP SDU which has not been delivered to upper layers, with COUNT value > RX_DELIV;
-	if t-Reordering is running, and if RX_DELIV >= RX_REORD:
-	stop and reset t-Reordering;
-	if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above), and RX_DELIV < RX_NEXT:
-	update RX_REORD to RX_NEXT;
-	start t-Reordering.




Duplication is done regardless of the scheduling status of the individual RLC legs. With two RLC legs transmitting, it is enough for one RLC leg to progress for the PDCP transmissions window to progress. And since it cannot always be ensured that both legs are scheduled simultaneously, due to e.g. congestion on one leg as well as different radio link condition, a slow leg may find itself so far behind that the data it needs to transmit would need to be discarded in the receiver.
For RLC AM, the discard indication to the slower RLC leg was introduced based on the RLC ACK of the other leg which reduces the need for anything additional to be introduced. However, for RLC UM – as there is no RLC ACKs – something should be done.
In order to cope with such a scenario, it is suggested that RLC UM indicates the latest PDCP SN that is delivered to MAC. If the window moving forward by one RLC leg results in PDCP PDUs of the other leg falling out of the transmission window, PDCP discards those PDCP PDUs of the other leg falling out of the transmission window, and no other duplicate for the corresponding SDU is further delivered to RLC. PDCP echoes this discard to the lower layers. In other words, rapid progress on a leg lead to discard on the other leg. This window could be also smaller than half of the SN space.
In another alternative, a separate timer from the current discard timer is introduced which is initiated once certain PDCP PDU is submitted to lower layers in either of the RLC legs. When the timer expires, the duplicate PDCP PDU is discarded and the discard indication is sent to the lower layers as well.
The above mechanisms could be applied and configured such that the duplication towards the slower RLC leg is still meaningful.
Proposal 1: The progress of the PDCP transmission window is governed by the fastest leg after receiving indication from RLC (RLC ACK for AM and delivery indication for UM), old duplicates falling out of the transmission window are always discarded.
Proposal 2: For PDCP duplication, introduce a new discard timer (separate from the currently specified) which is started when the PDCP PDU is submitted to the lower layers to either of the RLC legs. Upon expiry of the timer, the corresponding PDCP PDU is discarded and the discard indication is signalled to lower layers as well.
3	Conclusion
This contribution discussed the Tx side operation for PDCP duplication and the following is proposed:
Proposal 1: The progress of the PDCP transmission window is governed by the fastest leg after receiving indication from RLC (RLC ACK for AM and delivery indication for UM), old duplicates falling out of the transmission window are always discarded.
Proposal 2: For PDCP duplication, introduce a new discard timer (separate from the currently specified) which is started when the PDCP PDU is submitted to the lower layers to either of the RLC legs. Upon expiry of the timer, the corresponding PDCP PDU is discarded and the discard indication is signalled to lower layers as well.

