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1 Introduction
The previous RAN2 meetings made the following agreements:

[image: image1]
Currently basic details on remapping have not been discussed, which are the premises to the discussion of several topics including handover and flow-level offloading in DC:
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For this purpose we discuss QoS flow remapping in this contribution addressing some identified/FFS issues to be solved before considering handover or flow-level offloading in DC.
2 Discussion on issues with QoS flow to DRB remapping
QoS flow to DRB remapping may take place when the gNB wants to move a QoS flow in the default DRB to a dedicated DRB to better cope with the current traffic mix to better cope with the current traffic mix, or the present DRB for a QoS flow may become unavailable due to the change of radio environment including HO. 
2.1 In-order delivery
In the previous RAN2 meetings, several solutions are proposed to ensure in-order delivery(e.g. start/end marker, timer). The rest of this sub-clause discusses these solutions.
1) Start/End marker

In the start marker solution a start marker is generated for the last packet of the remapped QoS flow on the source DRB. The transmitter will buffer the packets on the target DRB until the Ack for the start marker is received indicating that the transmission of the remapped QoS flow on the source DRB is completed.

In the end marker solution an end marker is generated for the last packet of the remapped QoS flow on the source DRB. The receiver will buffer the received packets on the target DRB until the end marker is received indicating that the transmission of the remapped QoS flow on the source DRB is completed.
The start/end marker solution aims to guarantee that the packets on the target DRB are delivered to the upper layer after the packets on the source DRB. Considering the buffer size limitation in the UE, it is better to use start marker for DL (buffer at gNB transmitter) and end marker for UL (buffer at gNB receiver).
The pros of the start marker solution are that both issues mentioned in Proposal 1 can be solved, and the cons are that a long latency may occur waiting the Ack of the start marker. The pros of the end marker solution are that in-order delivery can be guaranteed and the latency is smaller than that of the start marker solution, while the cons are that 1-to-N mapping issue cannot be avoided. Besides, both solutions require to introduce new markers which could be more than one to avoid marker loss. An alternative is to use 1-bit indication, which is limited by the current 1-byte SDAP header (1-bit RQI + 7-bit QFI) assumption.
Observation 1: The start/end marker solution has cons solving the above-mentioned issues in latency/1-to-N mapping.

2) Timer
In the timer solution a timer is set to start at the transmitter/receiver when the first packet on the target DRB is transmitted/received, the transmitter/receiver will buffer the packets to-be-transmitted/received on the target DRB until the timer expires. The timer solution also aims to guarantee the delivery order (packets on the source DRB first).

Obviously the timer need to be relatively accurate: a small duration will not guarantee in-order delivery or even causes packet loss, while a long duration will cause extra latency. The crux of timer setting is that few parameter can be referred for duration estimation.

Observation 2: The timer solution requires accurate time set which is hard to be estimated.

There are some solutions in which the transmitter duplicates all unacknowledged packets on the source DRB to the target DRB, or the re-ordering function is added to the SDAP layer. The former causes result in duplicated packets to the upper layer while the latter increases the latency and complexity. In summary all solutions mentioned above needs to wait for completing transmission on the source DRB, which is of objective existence when remapping occurs.
Observation 3: Solutions mentioned above (start/end marker, timer, …) cannot omit the awaiting time for completing transmission of packets on the source DRB.
In this context as long as the packets delivery on the target DRB after that on the source DRB is guaranteed, the issues can be resolved. How to guarantee that is by implementation using current mechanisms. E.g. the SDAP entity at the transmitter indicates the last packet of a remapped QoS flow on the source DRB to the PDCP entity at the transmitter. After that it is made aware of successful reception of the last packet, it will submit an indication to SDAP entity, which will then transmit the rest of the QoS flow packets on the target DRB. For RLC UM mode, successful reception of the last packet can be indicated by MAC HARQ feedback.
Proposal 1: The in-order delivery can be ensured by implementation.
2.2 QoS flow ID presence
In the previous meetings the mechanism of QFI presence has not been decided. For a UL DRB to which only one QoS flow is mapped, the RAN is able to derive the QoS flow ID from the DRB ID thanks to the 1-to-1 mapping, i.e., the SDAP layer can omit QoS flow ID. For a UL DRB to which multiple QoS flows are mapped, the QoS layer should mark each flow with its ID for correct delivery to the CN.

If QFI presence is NOT mandatory, some operations are required when remapping. For QoS flow to DRB remapping, a DRB bearing only one flow may bear more than one flows after remapping. Since the remapping may change the number of QoS flows on one DRB, corresponding operations of QoS flow ID marking are needed.

Observation 4:  If at least one QoS flow is on the target UL DRB before remapping, QoS flow IDs should be marked for all QoS flows on that DRB after remapping.
However, the last RAN2#100 meeting agreed that “The SDAP header presence of an DRB cannot be changed”, which leads to a restriction that the UL DRB without the SDAP header can only bear one QoS flow at the same time.

Proposal 2: Reconsider the decision of “The SDAP header presence of an DRB cannot be changed”, or make a restriction that UL DRB without the SDAP header can only bear one QoS flow at the same time.
3 Conclusions
In this paper, we have discussed about the issue of QoS flow to DRB remapping. It is observed that:

Observation 1: The start/end marker solution has cons solving the above-mentioned issues in latency/1-to-N mapping.

Observation 2: The timer solution requires accurate time set which is hard to be estimated.

Observation 3: Solutions mentioned above (start/end marker, timer, …) cannot omit the awaiting time for completing transmission of packets on the source DRB.
Observation 4:  If at least one QoS flow is on the target UL DRB before remapping, QoS flow IDs should be marked for all QoS flows on that DRB after remapping.
Therefore we propose:

Proposal 1: The in-order delivery can be ensured by implementation.
Proposal 2: Reconsider the decision of “The SDAP header presence of an DRB cannot be changed”, or make a restriction that UL DRB without the SDAP header can only bear one QoS flow at the same time.
RAN2#99bis agreements:


RAN should be able to move/remap a QoS flow from one DRB to another DRB.


RAN2#AH1801 agreements:


In-order delivery should be ensured during flow re-mapping.


The SDAP header presence of an DRB cannot be changed.  Release and add is required.





RAN2#97bis agreements:


FFS: Whether anything more is needed in Rel-15 to support flow remapping at handover. Will be concluded after flow remapping not at handover is concluded.








