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Beginning of changes
4.5
Data available for transmission
For the purpose of MAC buffer status reporting, the UE shall consider PDCP Control PDUs, as well as the following as data available for transmission in the PDCP layer:

For SDUs for which no PDU has been submitted to lower layers:

-
the SDU itself, if the SDU has not yet been processed by PDCP, or

-
the PDU if the SDU has been processed by PDCP.

In addition, for radio bearers that are mapped on RLC AM, if the PDCP entity has previously performed the re-establishment procedure, the UE shall also consider the following as data available for transmission in the PDCP layer:

For SDUs for which a corresponding PDU has only been submitted to lower layers prior to the PDCP re-establishment, starting from the first SDU for which the delivery of the corresponding PDUs has not been confirmed by the lower layer, except the SDUs which are indicated as successfully delivered by the PDCP status report, if received:

-
the SDU, if it has not yet been processed by PDCP, or

-
the PDU once it has been processed by PDCP.

For radio bearers that are mapped on RLC AM, if the PDCP entity has previously performed the data recovery procedure, the UE shall also consider as data available for transmission in the PDCP layer, all the PDCP PDUs that have only been submitted to re-established AM RLC entity prior to the PDCP data recovery, starting from the first PDCP PDU whose successful delivery has not been confirmed by lower layers, except the PDUs which are indicated as successfully delivered by the PDCP status report, if received.
For bearers configured with PDCP duplication, when PDCP duplication is activated, for SDUs for which a PDU has been submitted to lower layers associated with one logical channel, for the purpose of MAC buffer status reporting associated with the other logical channel:

- 
the PDU, if the PDU has not yet been confirmed to be successfully delivered by lower layers.

For split bearers, when indicating the data available for transmission to a MAC entity for BSR triggering and Buffer Size calculation, the UE shall:
-
if ul-DataSplitThreshold is configured and the data available for transmission is larger than or equal to ul-DataSplitThreshold:

-
indicate the data available for transmission to both the MAC entity configured for SCG and the MAC entity configured for MCG;
-
else:
-
if ul-DataSplitDRB-ViaSCG is set to TRUE by upper layer [3]:

-
indicate the data available for transmission to the MAC entity configured for SCG only;
-
if ul-DataSplitThreshold is configured, indicate the data available for transmission as 0 to the MAC entity configured for MCG;

-
else:

-
indicate the data available for transmission to the MAC entity configured for MCG only;

-
if ul-DataSplitThreshold is configured, indicate the data available for transmission as 0 to the MAC entity configured for SCG.

For uplink LWA bearers, when indicating the data available for transmission to the MAC entity for BSR triggering and Buffer Size calculation, the UE shall:
-
if ul-LWA-DataSplitThreshold is configured and the data available for transmission is larger than or equal to ul-LWA-DataSplitThreshold:

-
indicate the data available for transmission to the MAC entity;
-
else:

-
if ul-LWA-DRB-ViaWLAN is set to TRUE by upper layers [3]:

-
indicate the data available for transmission as 0 to the MAC entity;

-
else:

-
indicate the data available for transmission to the MAC entity.
NOTE:
For LWA bearers, only the data that may be sent over LTE (i.e., excluding UL data already sent or decided to be sent over WLAN) is considered as “data available for transmission”.

For bearers configured with PDCP duplication, when indicating the data available for transmission to a MAC entity for BSR triggering and Buffer Size calculation, the UE shall:
-
if PDCP duplication is activated: 

-
indicate the data available for transmission to the MAC entity associated with the primary RLC entity and (if different) the MAC entity associated with the secondary RLC entity.
-
else:
-
if ul-DataSplitDRB-ViaSCG is set to TRUE by upper layer [3]:

-
indicate the data available for transmission to the MAC entity associated with the secondary RLC entity;
-
indicate the data available for transmission as 0 to the MAC entity associated with the primary RLC entity;
-
else:

-
indicate the data available for transmission to the MAC entity associated with the primary RLC entity;
-
indicate the data available for transmission as 0 to the MAC entity associated with the secondary RLC entity;
Next change
5.1.2.1.4
Procedures for DRBs mapped on RLC AM and for LWA bearers when the reordering function is used and for DRBs and SRBs when the PDCP duplication function is used
For DRBs mapped on RLC AM, for LWA bearers and when PDCP duplication is used, the PDCP entity shall use the reordering function as specified in this section when:

-
the PDCP entity is associated with two AM RLC entities; or

-
the PDCP entity is configured for a LWA bearer; or

-
the PDCP entity is associated with one AM RLC entity after it was, according to the most recent reconfiguration, associated with two AM RLC entities or configured for a LWA bearer without performing PDCP re-establishment;or 

-
the PDCP entity is configured with PDCP duplication.
The PDCP entity shall not use the reordering function in other cases. 

5.1.2.1.4.1
Procedures when a PDCP PDU is received from the lower layers

For DRBs mapped on RLC AM and for LWA bearers, or for DRBs and SRBs when PDCP duplication is used, when the reordering function is used, at reception of a PDCP Data PDU from lower layers, the UE shall:

-
if received PDCP SN – Last_Submitted_PDCP_RX_SN > Reordering_Window or 0 <= Last_Submitted_PDCP_RX_SN – received PDCP SN < Reordering_Window:
-
if the PDCP PDU was received on WLAN:

-
if received PDCP SN > Next_PDCP_RX_SN:

-
for the purpose of setting the HRW field in the LWA status report, use COUNT based on RX_HFN - 1 and the received PDCP SN;
-
else:

-
for the purpose of setting the HRW field in the LWA status report, use COUNT based on RX_HFN and the received PDCP SN;
-
if received PDCP SN > Next_PDCP_RX_SN:

-
decipher the PDCP PDU as specified in the subclause 5.6, and perform integrity verification of the PDCP Data PDU (if applicable) using COUNT based on RX_HFN - 1 and the received PDCP SN;

-
else:
-
decipher the PDCP PDU as specified in the subclause 5.6, and perform integrity verification of the PDCP Data PDU (if applicable) using COUNT based on RX_HFN and the received PDCP SN;

-
if integrity verification fails:

-
indicate the integrity verification failure to upper layer.
-
discard the PDCP PDU;
-
else if Next_PDCP_RX_SN – received PDCP SN > Reordering_Window:

-
increment RX_HFN by one;

-
use COUNT based on RX_HFN and the received PDCP SN for deciphering and integrity verification of the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
else if received PDCP SN – Next_PDCP_RX_SN >= Reordering_Window:

-
use COUNT based on RX_HFN – 1 and the received PDCP SN for deciphering and integrity verification of the PDCP PDU;

-
else if received PDCP SN >= Next_PDCP_RX_SN:

-
use COUNT based on RX_HFN and the received PDCP SN for deciphering and integrity verification of the PDCP PDU;

-
set Next_PDCP_RX_SN to the received PDCP SN + 1;

-
if Next_PDCP_RX_SN is larger than Maximum_PDCP_SN:

-
set Next_PDCP_RX_SN to 0;

-
increment RX_HFN by one;

-
else if received PDCP SN < Next_PDCP_RX_SN:

-
use COUNT based on RX_HFN and the received PDCP SN for deciphering and integrity verification of the PDCP PDU;
-
if the PDCP PDU has not been discarded in the above:

-
if a PDCP SDU with the same PDCP SN is stored:
-
perform deciphering and integrity verification (if applicable) of the PDCP PDU;
-
if integrity verification fails:

-
indicate the integrity verification failure to upper layer;
-
discard the PDCP PDU;
-
else:

-
perform deciphering and integrity verification (if applicable) of the PDCP PDU and store the resulting PDCP SDU;
-
if integrity verification fails:

-
indicate the integrity verification failure to upper layer;

-
discard the PDCP Data PDU.

-
if the PDCP PDU has not been discarded in the above:
-
if pdcp-outOfOrderDelivery is configured:

-
if the resulting PDCP SDU has not been delivered to upper layers:

-
deliver the resulting PDCP SDU to upper layers;
-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:
-
deliver to upper layers in ascending order of the associated COUNT value:
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;
-
set Last_Submitted_PDCP_RX_SN to Maximum_PDCP_SN if x = 0, or to x-1, if x > 0, where x is the PDCP SN of the first PDCP SDU which has not been delivered to upper layers, with Last_Submitted_PDCP_RX_SN + Reordering_Window >= SN > Last_Submitted_PDCP_RX_SN or SN <= Last_Submitted_PDCP_RX_SN – Reordering_Window,
-
if t-Reordering is running:

-
if Last_Submitted_PDCP_RX_SN + 1 >= Reordering_PDCP_RX_COUNT:
-
stop and reset t-Reordering;

-
if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above):
-
if Last_Submitted_PDCP_RX_SN + 1 < Next_PDCP_RX_SN:
-
start t-Reordering;
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
-
else:
-
if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:

-
deliver to upper layers in ascending order of the associated COUNT value:

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP PDU;
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;

-
if t-Reordering is running:

-
if the PDCP SDU with Reordering_PDCP_RX_COUNT – 1 has been delivered to upper layers:

-
stop and reset t-Reordering;

-
if t-Reordering is not running (includes the case when t-Reordering is stopped due to actions above):

-
if there is at least one stored PDCP SDU:

-
start t-Reordering;

-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.

5.1.2.1.4.2
Procedures when t-Reordering expires

When t-Reordering expires, the UE shall:
-
if pdcp-outOfOrderDelivery is configured:

-
deliver to upper layers in ascending order of the associated COUNT value:
-
all stored PDCP SDU(s) with associated COUNT value(s) less than Reordering_PDCP_RX_COUNT;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from Reordering_PDCP_RX_COUNT;

-
set Last_Submitted_PDCP_RX_SN to Maximum_PDCP_SN if x = 0, or to x-1, if x > 0, where x is the PDCP SN of the first PDCP SDU which has not been delivered to upper layers, with COUNT value of the PDCP SDU >= Reordering_PDCP_RX_COUNT;
-
if Last_Submitted_PDCP_RX_SN + 1 < Next_PDCP_RX_SN:
-
start t-Reordering;
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
-
 else:
-
deliver to upper layers in ascending order of the associated COUNT value:

-
all stored PDCP SDU(s) with associated COUNT value(s) less than Reordering_PDCP_RX_COUNT;
-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from Reordering_PDCP_RX_COUNT;

-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;

-
if there is at least one stored PDCP SDU:

-
start t-Reordering;

-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.

5.1.2.1.4.3
Procedures when the value of t-Reordering is reconfigured

When the value of the t-Reordering is reconfigured by upper layers while the t-Reordering is running, the UE shall:

-
stop and restart t-Reordering;
-
set Reordering_PDCP_RX_COUNT to the COUNT value associated to RX_HFN and Next_PDCP_RX_SN.
Next change
5.2
Re-establishment procedure
When upper layers request a PDCP re-establishment, the UE shall additionally perform once the procedures described in this section for the corresponding RLC mode. After performing the procedures in this section, the UE shall follow the procedures in subclause 5.1.

5.2.1
UL Data Transfer Procedures

For LWA bearers, the UE shall use the procedures corresponding to the associated RLC entity below.

5.2.1.1
Procedures for DRBs mapped on RLC AM

When upper layers request a PDCP re-establishment, the UE shall:

-
reset the header compression protocol for uplink and start with an IR state in U-mode (if configured) [9] [11], except if upper layers indicate stored UE AS context is used and drb-ContinueROHC is configured [3];

-
if connected as an RN, apply the integrity protection algorithm and key provided by upper layers (if configured) during the re-establishment procedure;

-
if upper layers indicate stored UE AS context is used, set Next_PDCP_TX_SN, and TX_HFN to 0; 
-
stop and reset the duplicateDiscardTimer for each PDCP Data PDU.
-
apply the ciphering algorithm and key provided by upper layers during the re-establishment procedure;

-
for LWA bearers, consider all PDCP SDUs submitted to the LWAAP entity as successfully delivered;

-
from the first PDCP SDU for which the successful delivery of the corresponding PDCP PDU has not been confirmed by lower layers, perform retransmission or transmission of all the PDCP SDUs already associated with PDCP SNs in ascending order of the COUNT values associated to the PDCP SDU prior to the PDCP re-establishment as specified below: 

-
perform header compression of the PDCP SDU (if configured) as specified in the subclause 5.5.4;

-
if connected as an RN, perform integrity protection (if configured) of the PDCP SDU using the COUNT value associated with this PDCP SDU as specified in the subclause 5.7;

-
perform ciphering of the PDCP SDU using the COUNT value associated with this PDCP SDU as specified in the subclause 5.6;

-
submit the resulting PDCP Data PDU to lower layer. If PDCP duplication is activated, duplicate the resulting PDCP Data PDUs and submit the PDCP Data PDUs to both associated RLC entities, and (re-) start the duplicateDiscardTimer associated with this PDCP Data PDU.
5.2.1.2
Procedures for DRBs mapped on RLC UM

When upper layers request a PDCP re-establishment, the UE shall:

-
reset the header compression protocol for uplink and start with an IR state in U-mode [9] [11] if the DRB is configured with the header compression protocol and drb-ContinueROHC is not configured [3];

-
set Next_PDCP_TX_SN, and TX_HFN to 0; 
-
stop and reset the duplicateDiscardTimer for each PDCP Data PDU.
-
apply the ciphering algorithm and key provided by upper layers during the re-establishment procedure;

-
if connected as an RN, apply the integrity protection algorithm and key provided by upper layers (if configured) during the re-establishment procedure;

-
for each PDCP SDU already associated with a PDCP SN but for which a corresponding PDU has not previously been submitted to lower layers:

-
consider the PDCP SDUs as received from upper layer;

-
perform transmission of the PDCP SDUs in ascending order of the COUNT value associated to the PDCP SDU prior to the PDCP re-establishment, as specified in the subclause 5.1.1 without restarting the discardTimer.

Next change
5.4
PDCP discard

When the discardTimer expires for a PDCP SDU, or the successful delivery of a PDCP SDU is confirmed by PDCP status report or LWA status report, the UE shall discard the PDCP SDU along with the corresponding PDCP PDU. 
When the duplicateDiscardTimer expires for a PDCP PDU, or the successful delivery of a PDCP PDU is confirmed by lower layers, the transmitting PDCP entity shall discard the PDCP Data PDU along with the corresponding PDCP SDU.

If the discarded PDCP PDU has already been submitted to lower layers, the discard is indicated to lower layers.
When PDCP duplication is deactivated:

 -
if ul-DataSplitDRB-ViaSCG is set to TRUE by upper layer [3]: 

-
discard all duplicated PDCP Data PDUs submitted to the RLC entity associated with the primary logical channel indicated for this RLC entity.

-
else: 

-
discard all duplicated PDCP Data PDUs submitted to the RLC entity associated with the secondary logical channel indicated for this RLC entity.
NOTE:
For split and LWA bearers, discarding a PDCP SDU already associated with a PDCP SN causes a SN gap in the transmitted PDCP PDUs, which increases PDCP reordering delay in the receiving PDCP entity. It is up to UE implementation how to minimize SN gap after SDU discard.

Next change
5.9
PDCP Data Recovery procedure

When upper layers request a PDCP Data Recovery for a radio bearer, the UE shall:

-
if the radio bearer is configured by upper layers to send a PDCP status report in the uplink (statusReportRequired [3]), compile a status report as described in subclause 5.3.1, and submit it to lower layers as the first PDCP PDU for the transmission;

-
perform retransmission of all the PDCP PDUs previously submitted to re-established AM RLC entity in ascending order of the associated COUNT values from the first PDCP PDU for which the successful delivery has not been confirmed by lower layers. If PDCP duplication is activated, submit a duplicate of each to be retransmitted PDCP PDU to each associated RLC entity, and (re-) start the duplicateDiscardTimer associated with each of these PDCP Data PDUs.
After performing the above procedures, the UE shall follow the procedures in subclause 5.1.1.

Next change

7.1
State variables

This sub clause describes the state variables used in PDCP entities in order to specify the PDCP protocol.
All state variables are non-negative integers.

The transmitting side of each PDCP entity shall maintain the following state variables:

a)
Next_PDCP_TX_SN

The variable Next_PDCP_TX_SN indicates the PDCP SN of the next PDCP SDU for a given PDCP entity. At establishment of the PDCP entity, the UE shall set Next_PDCP_TX_SN to 0.

b)
TX_HFN

The variable TX_HFN indicates the HFN value for the generation of the COUNT value used for PDCP PDUs for a given PDCP entity. At establishment of the PDCP entity, the UE shall set TX_HFN to 0.

The receiving side of each PDCP entity shall maintain the following state variables:

c)
Next_PDCP_RX_SN

The variable Next_PDCP_RX_SN indicates the next expected PDCP SN by the receiver for a given PDCP entity. At establishment of the PDCP entity, the UE shall set Next_PDCP_RX_SN to 0.

d)
RX_HFN

The variable RX_HFN indicates the HFN value for the generation of the COUNT value used for the received PDCP PDUs for a given PDCP entity. At establishment of the PDCP entity, the UE shall set RX_HFN to 0.

e) Last_Submitted_PDCP_RX_SN

For PDCP entities for DRBs mapped on RLC AM and for LWA bearers the variable Last_Submitted_PDCP_RX_SN indicates the SN of the last PDCP SDU delivered to the upper layers, if pdcp-outOfOrderDelivery is not configured. If pdcp-outOfOrderDelivery is configured, Last_Submitted_PDCP_RX_SN indicates the SN of the first PDCP SDU not delivered to the upper layers but still waited for, minus 1, and in case the SN of the first PDCP SDU not delivered to the upper layers but still waited for is equal to 0, Last_Submitted_PDCP_RX_SN indicates Maximum_PDCP_SN. At establishment of the PDCP entity, the UE shall set Last_Submitted_PDCP_RX_SN to Maximum_PDCP_SN.
f) Reordering_PDCP_RX_COUNT
This variable is used only when the reordering function is used. This variable holds the value of the COUNT following the COUNT value associated with the PDCP PDU which triggered t-Reordering.
7.2
Timers

The transmitting side of each PDCP entity for DRBs shall maintain the following timers:

a) discardTimer
The duration of the timer is configured by upper layers [3]. In the transmitter, a new timer is started upon reception of an SDU from upper layer.
b) duplicateDiscardTimer
This timer is configured only for DRBs. The duration of the timer is configured by upper layers [3]. In the transmitter, a new timer is started upon submission of a duplicate PDCP Data PDU to lower layers.
The receiving side of each PDCP entity shall maintain the following timers only when the reordering function is used:
c) t-Reordering
The duration of the timer is configured by upper layers [3]. This timer is used to detect loss of PDCP PDUs as specified in the subclause 5.1.2.1.4. If t-Reordering is running, t-Reordering shall not be started additionally, i.e. only one t-Reordering per PDCP entity is running at a given time.

The receiving side of each PDCP entity associated with LWA bearers shall maintain the following timers:
d) t-StatusReportType1
The duration of the timer is configured by upper layers (statusPDU-Periodicity-Type1 [3]). This timer is used to trigger status report transmission for LWA as specified in the subclause 5.10.

e) t-StatusReportType2
The duration of the timer is configured by upper layers (statusPDU-Periodicity-Type2 and statusPDU-Periodicity-Offset [3]). If statusPDU-Periodicity-Offset is configured and it is the first run of the timer after (re)configuration, the duration of the timer is the sum of statusPDU-Periodicity-Type2 and statusPDU-Periodicity-Offset [3], otherwise the duration of the timer is statusPDU-Periodicity-Type2. When configured, this timer is used to trigger status report transmission for LWA as specified in the subclause 5.10.
End of changes

