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1	Introduction
RAN2 Adhoc #1801 agreed the following requirement for QoS flow remapping in NR:
In-order delivery should be ensured during flow re-mapping

But no special mechanisms were agreed to achieve this. This contribution explains the drawbacks associated with a solution relying on network implementation only.
2	Mechanisms
When a QoS flow is relocated from one DRB to another, in-order delivery necessitates buffering of fresh data on the new DRB for as long as data remains on the initial one. Such buffering can either take place at the receiver or at the transmitter [R2-1800539].
2.1	Downlink
In the downlink, it is possible to avoid involving the UE if buffering takes place in the transmitter. Unfortunately, such a solution presents a number of significant drawbacks:
1)	Cross layer interaction between an RLC AM entity and SDAP for RLC AM;
2)	Cross layer interaction between an HARQ process and SDAP for RLC UM;
3)	Increased delays as the new DRB cannot be used for fresh data for as long as old data is being processed on the old DRB.
The first two drawbacks make QoS flow relocation problematic in all scenarios involving an interface between RLC/MAC and SDAP (CU/DU environments and DC configurations): it cannot be left purely to implementation and will impact RAN3 specifications.
Observation 1: for QoS flow re-mapping in the DL, buffering in the transmitter will impact the specifications of the F1 and NG interfaces.
With the third drawback, moving a new QoS flow away from the default DRB becomes un-necessarily inefficient and cripples the concept of default DRB and reflective QoS.
Observation 2: for QoS flow re-mapping in the DL, buffering in the transmitter is not efficient and cripples the concept of default DRB and reflective QoS.
Based on those two observations, it appears that for QoS flow re-mapping in the DL, buffering in the transmitter is not a viable solution. Instead, buffering in the receiver should be selected. It is equivalent to Rel-8 mechanisms agreed for handover: a combination of end marker and SN to allow for lossless and in-sequence delivery.
Proposal 1: QoS flow re-mapping in the DL should rely on buffering in the receiver (with the help of an end marker provided by the gNB).
2.2	Uplink
In the uplink, it is possible to avoid involving the UE if buffering takes place in the receiver. However, without an end marker provided by the UE, the network needs to rely on a timer. Such timer would potentially delay re-ordering and make QoS flow re-mapping un-necessarily inefficient.
Proposal 2: QoS flow re-mapping in the UL should also rely on buffering in the receiver (with the help of an end marker provided by the UE).
2.3	RLC-UM
RLC UM does not guarantee the delivery of data and thus, an end marker provided by the transmitter as suggested above might get lost. In order to deal with such a scenario, a timer would be needed. Alternatively, we could leave the handling of such an error case up to UE and gNB implementation.
Proposal 3: for RLC UM, either add a timer to cope with the possible loss of the end marker or leave it up to implementation.
3	 Conclusion
This contribution has explained why it is not desired to only rely on network implementation to deal with QoS flow remapping: it is more complex and less efficient. Instead, the following was proposed:
Proposal 1: QoS flow re-mapping in the DL should rely on buffering in the receiver (with the help of an end marker provided by the gNB).
Proposal 2: QoS flow re-mapping in the UL should also rely on buffering in the receiver (with the help of an end marker provided by the UE).
Proposal 3: for RLC UM, either add a timer to cope with the possible loss of the end marker or leave it up to implementation.


