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1 Introduction
There is interest from many companies to add semi-persistent scheduling to NB-IoT with objective to reduce power consumption in the UE, e.g. by reducing the number of random access instances or the time the UE has to be prepared to receive on NPDCCH. However, companies tend to promote different use cases / traffic scenarios for when SPS provides the largest gain. Below is a summary of the different use cases that remain after a few meetings discussion. Note that for all cases the assumption is that the transmission comprises more data that can be sent in one transport block [1].
Summary from discussions latest meeting [1]
A)
Proposal: SPS for M2M long-time regular transmissions allowing UE to be in Idle/PSM mode (at least between the transmissions), either for stationary UEs, or with R1 solutions for Timing advance. This kind of SPS can remove the need for MSG1 and MSG2 in the Access [2], [3]. 
· There is significant interest and significant resistance.

B)
Proposal: Support NB-IoT SPS for DL transmission of large files in Connected mode, e.g. for firmware updates. This kind of SPS can reduce PDCCH overhead, when a file is transmitted in multiple TBs [4], [5].

· Some support. 

C)
Proposal: Consider UL SPS support with skipUplink for NB-IoT, to be used as a “scheduling request” + BSR channel [4], [5]. 

· From R2 perspective it seems feasible to design SPS as an alternative to PUCCH for D-SR (+BSR) in connected mode. However there may be performance differences between SPS and Physical Layer solution, e.g. overhead, which will not be evaluated in R2. 

· R2 leave it to R1 to decide what to do, e.g. whether to develop a physical channel for D-SR, or request R2 to develop a SPS solution for D-SR (+BSR). 

D)
Proposal: SPS for media type applications or similar (in connected mode), where the SPS resource is used during limited time. This kind of SPS can reduce PDCCH overhead and SR overhead (e.g. by RACH) [6].

· We don’t develop specific solution to cover this specific use case.

E)
Proposal: SPS for SC-PTM in IDLE mode, to reduce PDCCH load for SC-MTCH, and SC-MCCH [5].

· We support SPS for SC-PTM (note that there would be differences to legacy unicast SPS)

In this contribution, we further elaborate on some of the proposed solutions to explain why some cases are more reasonable than others.
2 Discussion
One of the fundamental design criteria for NB-IoT has been to keep the UE simple, i.e. reduce the cost. One should be aware that adding some of the SPS features discussed in previous meetings may add complexity to the system.
For dynamic scheduling in the UL, if the UE has data to send this will trigger a scheduling request (SR), which then triggers a random access procedure (RA). Upon receiving the SR the eNB will reply with a grant, sent on NPDCCH, with information on how much data the UE may send in the next transmission.
Observation 1 Dynamic scheduling in the UL requires several scheduling requests and subsequent grants in order to transmit a large data file; each scheduling request is preceded by a random access procedure.
A remedy proposed for legacy LTE, i.e. for VoIP with periodic data, is to provide semi-persistent scheduling in which a single SR may be followed by a number of “autonomous” grants, thus limiting the need for frequent SRs. A similar principle has been suggested for NB-IoT. There are several possible use cases and solutions. The pros and cons of some of them are discussed below together with suggestions on what solutions to prioritize.
An important part of the SPS process is de/activation of the service. This we discussed in detail in [**]. For the use case most commonly mentioned in the context of SPS and NB-IoT, namely transmission of large files in the DL, activation of SPS could occur as soon as there is DL data. Suggestions on how to activate SPS for UL are discussed in the referenced contribution. 
The gain with SPS can easily be shown with an example. Assume that the buffer status shows that 10 blocks need to be transmitted. Then by means of a single NPDCCH and a targeted Npusch bler of 50% we get the following: The first round you send 10 blocks, second round 5, third time 2, finally 1 block. So with only 4 NPDCCHs it is possible to convey 10 NPUSCHs. This is a 60% gain compared with dynamic scheduling today. 
2.1 Different use cases / solutions currently being discussed
2.1.1 SPS for M2M long-time regular transmissions allowing UE to be in Idle/PSM mode
The possibility to switch to RRC_IDLE/PSM between transmissions at least sounds like a good idea. Although this may appear as the legacy solution the idea is that SPS with very long periodicity is configured so that the UE can resume RRC and transmit, e.g. once per day, without requiring a RA first. Important parameters, such as timing advance (TA), would remain valid for a very long time. However, there are many open issues that still remain to be evaluated and discussed. The most important part is to agree on a solution. At least two different solution have been discussed briefly, where the main difference is whether transmissions are allowed in RRC_IDLE or not. Without really identifying the exact mechanism some issues need to be solved such as ACK/NAK, configuration, activation/deactivation.
Observation 2 There are at least 2 different modes of operation. 1) UE in RRC_CONNECTED while transmitting and RRC_IDLE / SPM between transmissions. 2) UE transmits while in RRC_IDLE.

Observation 3 The gain compared to other solutions is difficult to assess.
Proposal 1 Postpone further discussions on option A (SPS and idle mode) until later releases since there are very many issues that still haven’t been solved (or even identified as an issue), such as ACK/NACK, configuration, RRC resume, very long TA, etc..
2.1.2 NB-IoT SPS for DL transmission of large files in RRC_Connected mode
When large files need to be transmitted in the DL, especially if there are many receivers in a cell, some sort of MBMS is efficient (see below). However, in cells where there is no support for MBMS there could be reason to allow SPS in unicast, similar to the solution discussed in section 2.1.4.
Observation 4 A solution such as this (DL SPS in RRC_CONNECTED) may be needed to complement the SPS solution for SC-PtM in RRC_IDLE.

The gain with SPS in the DL is that one grant (DCI) can be followed by a number of NPDSCH transmissions, thus reducing the number of required NPDCCH transmissions. In dynamic scheduling there is a one-to-one mapping between PDSCH and PDCCH transmissions. One could consider different ways to implement SPS, e.g. a grant is followed by a fixed number of PDSCH transmissions or a grant is valid until some message stops the transmission (similar to for legacy LTE). Perhaps this can be configurable, with a number of possible options; one of them being infinite, i.e., until there is no more data to send.
Activation of SPS in this case could perhaps be activated as soon as there is DL data to send. The reason for this being that DL traffic being an unusual use case; most NB-IoT devices will be reporting to the eNB, i.e. transmitting data in the UL. 
Proposal 2 RAN2 to agree on adding support for DL SPS for NB-IoT.

2.1.3 UL SPS support with skipUplink for NB-IoT
This is another possible use of SPS, namely to send BSR without first initiating a RA. This feature is discussed in detail in [1] and therefore only covered briefly here. When UL data at the UE triggers an SR, which triggers the BSR to be transmitted. If there is an SPS resource BSR could be transmitted straight away reducing signalling, power consumption and latency. By using UL (SPS) together with the skipUplink-feature introduced in Rel-14 (LTE), even if there is an UL grant the UE would not have to transmit anything (i.e. padding). Hence, the SPS grant will not result in unnecessary transmissions. Any possibility to save resources during UL scheduling is likely to provide more “gain”, this since in most (if not all) use cases the by far most common data transmission is in the UL.
Proposal 3 Add support for skipUplinkTxSPS in NB-IoT.

Proposal 4 Add support for UL SPS in NB- 
2.1.4 SPS for SC-PtM when RRC_IDLE
Adding SPS to SC-PtM (Rel.14) has already been discussed in some meetings, see e.g. [4]. RAN 2 decided at that time to not introduce SPS in Rel-14. However, a reason for once again discussing SPS and SC-PtM is that this time the use case is a bit different. With the current use case there is an opportunity to transmit data to the UE even when the UE is in RRC_IDLE. A probable use case is to transmit software updates to the UE, especially when large files are concerned. For a discussion on the term “large” we can assume that the size of a data file for firmware is 1Mbytes or 8Mbits. The maximum TBS for a Cat-NB1 UE is 681 bits. The file needs ~12k TBs. With SPS it could be possible reduce the number of required NPDCCH transmissions with a factor 4 or maybe even more (see simple example above).
However, the gain of adding SPS is as clear for the UE. The gain for the UE lies primarily in not having to perform the RA procedure before being able to receive the file. 
Observation 5 The scheduling information is carried by PDCCH for SC-MTCH; Possible to reduce the use of PDCCH with SPS.

Observation 6 For maximum efficiency in the system (when providing software updates to a large number of devices) there needs to be support for SPS also for unicast transmissions in the that cells don’t support MBMS.

Proposal 5 If RAN2 needs to decide on how to best use SPS with SC-PtM in order to achieve maximum system gain.

3 Conclusion

In this contribution, we further elaborate on some of the proposed solutions to explain why some cases are more reasonable than others. In section 2 we made the following observations:
Observation 1
Dynamic scheduling in the UL requires several scheduling requests and subsequent grants in order to transmit a large data file; each scheduling request is preceded by a random access procedure.
Observation 2
There are at least 2 different modes of operation. 1) UE in RRC_CONNECTED while transmitting and RRC_IDLE / SPM between transmissions. 2) UE transmits while in RRC_IDLE.
Observation 3
The gain compared to other solutions is difficult to assess.
Observation 4
A solution such as this (DL SPS in RRC_CONNECTED) may be needed to complement the SPS solution for SC-PtM in RRC_IDLE.
Observation 5
The scheduling information is carried by PDCCH for SC-MTCH; Possible to reduce the use of PDCCH with SPS.
Observation 6
For maximum efficiency in the system (when providing software updates to a large number of devices) there needs to be support for SPS also for unicast transmissions in the that cells don’t support MBMS.


Based on the discussion in section 2 we propose the following:
Proposal 1
Postpone further discussions on option A (SPS and idle mode) until later releases since there are very many issues that still haven’t been solved (or even identified as an issue), such as ACK/NACK, configuration, RRC resume, very long TA, etc..
Proposal 2
RAN2 to agree on adding support for DL SPS for NB-IoT.
Proposal 3
Add support for skipUplinkTxSPS in NB-IoT.
Proposal 4
Add support for UL SPS in NB-
Proposal 5
If RAN2 needs to decide on how to best use SPS with SC-PtM in order to achieve maximum system gain.
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