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Introduction
Multi-TRP transmissions was discussed early in the Rel-15 NR work item and some high-level agreements were made. However, a down-prioritization occurred at the 2017 September RAN plenary and multi-TRP aspects were removed from the scope of the Rel-15 NR WI. For LTE, the Rel-15 feCoMP WI also included multi-TRP aspects and support for non-coherent joint transmission (NC-JT) based on single DCI was introduced. While both the earlier, redacted, agreements from the Rel-15 NR WI as well as the mechanisms introduced for feCoMP may serve as inspiration and as a starting point of discussion for the Rel-16 work, we note that they are nothing more than that and emphasize that un-implemented agreements do not carry over to the next release.
In this contribution, we give our high-level views on what multi-TRP functionality that should be introduced for NR in Rel-16.
Scope of the multi-TRP part of the WI
The updated scope of this WI [1] is
· Enhancements on multi-TRP/panel transmission including improved reliability and robustness with both ideal and non-ideal backhaul:
· Specify downlink control signalling enhancement(s) for efficient support of non-coherent joint transmission
· Perform study and, if needed, specify enhancements on uplink control signalling and/or reference signal(s) for non-coherent joint transmission
· Multi-TRP techniques for URLLC requirements are included in this WI
The time unit allocation in RAN1 and RAN2 (for all five items in this WI) is:
	
	Oct-18
	Nov-18
	Jan-19
	Feb-19
	Apr-19
	May-19
	Aug-19
	Oct-19
	Nov-19

	RAN1
	2
	2
	 TBD
	2
	3
	3
	3
	3
	3

	RAN2
	0
	0
	-
	0.5
	0.5
	0
	0
	0.5
	1



Based on this, it is observed that in total there are 2.5 TUs allocated to RAN2 for this MIMO WI and these are spread over four meetings. Between April and October there will be no RAN2 work. Hence, we observe:
RAN2 TU allocation per meeting for multi-TRP is zero or very small
These TUs are about what is needed to specify the ASN.1 updates and UE categories for the MIMO WI. These also have some consequences for RAN1’s work since only solutions without impact to RAN2 can be considered in the WI (apart from necessary ASN.1 and UE categories). 
This means that any higher layer protocol modifications are out of the scope. In case solutions that change RAN2 protocols are to be discussed, then RAN2 must be involved by sending an LS to confirm that they can handle this in the WI. 
[bookmark: _Toc525120542][bookmark: _Toc525121229][bookmark: _Toc525122044][bookmark: _Toc525122061][bookmark: _Toc525122120][bookmark: _Toc525888506]Only solutions without impact to RAN2 is considered in Multi-TRP work in this WI (apart from necessary RRC impact due implementing L1 parameters and UE capabilities). 
Hence, this leads to the following observation:
[bookmark: _Toc525120543][bookmark: _Toc525121230][bookmark: _Toc525122045][bookmark: _Toc525122062][bookmark: _Toc525122121]Protocol modifications on MAC, RLC, PDCP are not considered in this WI 
Another point to note is that the mobility WI [6] includes functionality that may require connection to several cells at the same time: the 0ms interruption requirement will most likely require that the UE connects to the target cell before it detaches from the source cell. It is not clear if current protocol solutions are sufficient, or if new solutions need to be developed. It may be so that the protocol changes introduced in the mobility WI in RAN2 would be useful also in the multi-TRP work.
Moreover, multi-TRP transmissions with different QCL assumptions can be a rather complicated topic from network backhaul and scheduling point of view and from UE perspective very demanding. Hence, we propose to limit the scope of our work to the same approach as was assumed in the Rel-15 NR and LTE WIs, namely specification support for transmission from at most two TRPs simultaneously. Note however, that the coordination cluster can be larger, but the specification supports transmission from at most two TRPs. 
[bookmark: _Toc525120544][bookmark: _Toc525121231][bookmark: _Toc525122046][bookmark: _Toc525122063][bookmark: _Toc525122122][bookmark: _Toc525888507]Specification supports transmission from at most two TRPs simultaneously
Based in the TU allocation, there are no RAN3 TUs, so changes to backhaul such as Xn is not to be considered. It means that we may specify support for multi-TRP transmission, but the network is expected to perform proper coordination to avoid e.g. CORESET collisions, etc, using proprietary mechanisms. Hence, we make the following proposal:
[bookmark: _Toc525120545][bookmark: _Toc525121232][bookmark: _Toc525122047][bookmark: _Toc525122064][bookmark: _Toc525122123][bookmark: _Toc525888508]Any backhaul signalling content and TRP coordination are covered by implementation and are not standardized
Potential architectures to consider for multi-TRP feature
Based on our discussion in the previous section, we here provide a survey of potential candidates for multi-TRP operation that does not have any RAN2 impact. Studies should be performed and at least these options should be compared before we decide to go ahead to specify support for any of them in Rel-16.

Option 1: Single DCI 
The single DCI approach means that one TRP schedules a single PDSCH, but where the layers of the transmission comes from multiple TRPs. This likely require ideal or close to ideal (<<CP) backhaul delays. The main TRP (mTRP) has full control over the transmissions from the secondary TRP (sTRP). PDCP, RLC and MAC are unchanged and from higher layer perspective the multi-TRP operation is hidden. 
[image: ]
Figure 1 Single DCI
This is similar to Rel-15 feCoMP solution where a single PDSCH is scheduled. CSI and HARQ-ACK are fed back to the mTRP. The DMRS ports need to be divided into two sets where each set is QCLed with its own source RS. Whether two codewords can be extended to be used also for rank < 5 can be studied along with if associated CSI feedback is needed and how to indicate the port set split and the QCL assumptions. For URLLC applications, robustness may be achieved by the possibility to schedule the same TB in both CWs, which should be investigated. 
The benefits of this scheme are moderate specification efforts in that design of HARQ-ACK feedback is likely not needed while the drawback is that it seems to work in close to ideal backhaul only and if the link to the mTRP fails then the connection is lost. 
[bookmark: _Hlk525119309]Option 2: NR-NR DC
In this option, the Rel.15 NR-NR DC framework is reused for multi-TRP. Since an existing framework is re-used, this is expected to have no RAN2 impact, however RAN4 work is needed so that DC with overlapping resources is supported by the UE. The split is at the PDCP level (split radio bearer) and each “leg” can either carry a different PDU or the same PDU (‘Duplicate’ mode) for robustness. 
This option can be used for both ideal and non-ideal backhaul. Coordination over the possible non-ideal backhaul is needed, e.g. to throttle the number of layers per TRP and to make the switch between single TRP transmission, DPS and NC-JT. Although each TRP may have its own scheduler as in the figure below, there will be some coordination between them by implementation. 

[image: ]
Figure 2 NR-NR DC option
Since the DC framework will be specified in Rel-15 late drop, it should be investigated whether additional specification support is needed. Likely RAN2 needs to define UE capabilities to secure that a UE can support this for a given band combination (e.g. B2-B2 DC), and RAN4 needs to develop necessary requirements.
The benefits of this option are that most of it is already specified and that it is robust since there are two “legs”, each with its own uplink. Hence, if RLF is declared on the mTRP leg, the UE can still communicate using the sTRP leg in NR-NR DC. A drawback is that NR-NR DC is limited to two cell groups in Rel.15 which limits the number of TRPs that can be part of the coordination cluster. NR-NR DC is clearly one solution to achieve 0ms handover interruption delay. 
Another benefit is that the backhaul between the nodes does not need to carry PDU data, hence only coordination signaling is needed, which is useful in case the backhaul link capacity is lower.

Option 3: Multiple DCI with single HARQ entity
In this option, we retain a single PDCP, RLC, MAC and HARQ entity while still utilizing multiple DCI for scheduling. Hence, the multi-TRP is hidden and transparent to the MAC entity and protocols above which implies that RAN2 impact is avoided. The TRPs are handled by using different TBs within the same HARQ process. Hence, in a way it is similar to Option 1 but with scheduling functionality per TRP, which then allows for a non-ideal backhaul (although the sTRP may have reduced flexibility in scheduling freedom). 

[image: ]
Figure 3 Single HARQ entity with non-ideal backhaul
A master /slave relation is needed for the TRPs, where the master (mTRP) receives the CSI and HARQ feedback and also takes care of retransmissions in case the sTRP fails to deliver the TB to the UE. In this approach, there is likely need for an increased number of HARQ processes per HARQ entity as the latency in the backhaul needs to be covered.  The multi-TRP option is on a best effort basis since whether there are resources available in the sTRP cannot always be guaranteed (as it may also serve as a mTRP for other UEs). 
A drawback is that the UCI is carried to the mTRP only and thus this option is vulnerable to RLF on the mTRP leg. But as long as the mTRP link is maintained, robustness for URLLC can be achieved by transmitting the same packet from more than one TRP. 
A benefit is that the network can rather dynamically switch between different sTRP in the coordination cluster as the used sTRP is transparent to the UE apart from the QCL indicated when scheduling PDSCH. Hence, this option has potential to support a large number of TRP in the coordination cluster. 
Option 4: Multiple DCI with multiple HARQ entities
This option, which is somewhat similar to CA, where each TRP has its own HARQ entity may also support slow backhaul. The UCI is carried independently to each TRP. The CA framework with PUCCH-SCell can largely be reused for the higher layer protocols and RAN2 should be engaged if we decide to follow this approach. An LS to RAN2 is needed to check the feasibility if benefits are found in RAN1 and before we decide to begin specification. Variants of this option could also be used to achieve 0ms interruption during handover.

[image: ]
Figure 4 CA like approach with multiple HARQ entities
A benefit of this option is the robustness where each “leg” has its own UCI feedback channel. The implementation needs to support the coordination between the TRPs in terms of resources, DMRS antenna port sets etc. A drawback of this option may be that the number of sTRP in the cluster may be rather small as each TRP needs its own HARQ entity and the setup/tear down of new TRPs may require RRC. 
Scenarios, baseline and evaluation assumptions
Scenarios
The scenario with potential large benefit of multi TRP transmission is the “large indoor” deployment such as train station, airport, stadium, shopping mall, etc. With “larger” we mean more than three TRPs. Perhaps the most important are the large indoor office areas due to high traffic load during business hours (e.g. wireless office with cloud services) and large-scale deployments. These scenarios are challenging since the uncoordinated interference between deployed nodes are expected to be high leading to poor SINR. On the other hand, it is reasonable to expect presence of backhaul with low latency, making the use of coordination among these nodes likely to be beneficial for the operator. Additionally, there may also be requirements on mobility, especially at train stations.
In the indoor case, there are usually many TRPs, each rather simple with at most two layer transmission and omni direction antennas. This means that a 4 RX UE is rank limited when receiving from a single gNB transmitter and large user throughput gains is anticipated if more than one TRP is involved in the transmission. Zero latency backhaul is obtained with relative ease. The indoor scenario also offers isolation from the outdoor so the CoMP cluster is more well defined. 
In addition, the open area nature of such deployments means that the radio distance from the UE to several TRPs is rather small, which is suitable for coordination. 
It is also interesting to study multi-TRP transmission enhancements in scenarios with fewer TRPs in which each TRP is “larger” in terms of number of antennas/beamforming capability and number of transmitted layers. Especially in dense outdoor scenarios with a large probability of line of sight which may offer some potential. Additionally, the urban macro scenario can also be considered.
On the definition of non-ideal backhaul
[bookmark: OLE_LINK9]In [4], ideal and non-ideal backhaul were defined. The ideal backhaul corresponds to a very high throughput and very low latency backhaul such as dedicated point-to-point connection using optical fiber. Non-ideal backhaul corresponds to the typical backhaul widely used in the market such as xDSL, microwave, and other backhauls like relaying.
A categorization of non-ideal backhaul was made in [4] based on operator inputs which is listed in Table 1:
Table 1 Categorization of non-ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 1
	10-30ms 
	10M-10Gbps
	1

	[bookmark: _Hlk340808864]Fiber Access 2
	5-10ms
	100-1000Mbps
	2

	Fiber Access 3
	2-5ms
	50M-10Gbps
	1

	DSL Access
	15-60ms
	10-100 Mbps
	1

	Cable 
	25-35ms
	10-100 Mbps
	2

	Wireless Backhaul
	5-35ms 
	10Mbps – 100Mbps typical, maybe up to Gbps range
	1



A categorization of ideal backhaul based on operator inputs [4] is listed in Table 2:
Table 2: Categorization of ideal backhaul
	Backhaul Technology
	Latency (One way)
	Throughput
	Priority (1 is the highest)

	Fiber Access 4 (NOTE 1)
	less than 2.5 us (NOTE2)
	Up to 10Gbps(NOTE3)
	1



NOTE 1:	This can be applied between the gNB and the remote radio head.
NOTE 2:	propagation delay in the fiber/cable is not included.
NOTE 3:	More recent values (from 2018) states that 100 Gbps can be achieved

Baseline and performance metrics
A proper Rel-15 NR baseline must be agreed in order to assess the benefits of specification enhancements. A natural baseline candidate is of course regular single-TRP transmission where each UE is served by only one TRP. However, multi-TRP schemes such as dynamic point selection is also supported by NR and can be used as a baseline. As it is not clear which of single-TRP transmission and DPS/DPB gives the best performance for a given scenario, we propose that performance of both schemes shall be presented as baseline candidates and the best performing scheme should be used as the baseline for comparison with enhancements.
[bookmark: _Toc525888509][bookmark: _Toc525888510]The best performing candidate of single-TRP transmission and dynamic point selection (DPS) is used as the baseline in a given scenario
Since coordination and scheduling are up to each proponent, it will be implementation-based, but there must still be a possibility to verify other proponent’s results. Hence, the information available at the scheduling coordinator should be described along with presented results. 
[bookmark: _Toc525122049][bookmark: _Toc525122066][bookmark: _Toc525122125][bookmark: _Toc525888511]Along with presented results there shall be a description of what information the scheduling coordinator is using such as the CSI content (type, wideband/sub-band, RSRP or acquisition etc), CSI update periodicity, the number of TRPs involved in coordination etc. 
In addition, the assumptions on non-ideal backhaul should be declared by the proponent.  
System level evaluation assumptions 
In TR 38.802 [3], system level evaluation assumptions for multi-antenna schemes is captured in Section A.2.5 with several options given for BS antenna configuration, feedback assumptions, traffic model, etc.  To minimize the simulation effort and to facilitate easy comparison between results from multiple sources, it is desirable to limit the number of options in system level evaluation assumptions.  In Table 2, our proposal for system level evaluation assumptions for NC-JT is summarized.

[bookmark: _Toc525888512]Adopt the system level evaluation assumptions summarized in Table 2 for NC-JT.

Table 2 System level evaluation assumptions for NC-JT
	Parameter
	Indoor hotspot
	Urban Macro
	Dense Urban
(Macro layer only)

	Carrier frequency
	4 GHz

	Simulation bandwidth
	20 MHz

	Cell layout
	12 TRPs per 120m x 50m
	Hexagonal grid, 19 Macro sites, 3-sectors per Macro site

	BS ISD
	20m
	500m
	200m

	UE distribution
	According to TR 38.802 [3]

	Channel model 
	According to TR 38.802 [3]

	BS Tx power
	24 dBm
	49dBm
	44dBm

	UE Tx power
	23 dBm

	BS antenna configuration
	(M, N, P, Mg, Ng) = (1,1,2,1,1)
	(M, N, P, Mg, Ng) = (8,2,2,1,1), 

	BS antenna height
	3m
	25m

	BS antenna element gain including connector loss
	According to TR 38.802 [3]

	BS noise figure
	5dB

	UE antenna configuration
	(M, N, P, Mg, Ng) = (1,2,2,1,1)

	UE antenna height
	According to TR 38.802 [3]

	UE antenna gain
	According to TR 38.802 [3]

	UE receiver
	MMSE-IRC 

	UE receiver noise figure
	9 dB

	Traffic model
	FTP model 1 with packet size 0.1 Mbytes
Results reported for 10%, 20%, 40%, and 60% RU for baseline scheme 

	Channel estimation and feedback assumptions
	Realistic channel estimation and feedback modelling

	Transmission
	SU-MIMO with up to rank 4 from UE perspective (Rank adaptation enabled)

	Coordination cluster size
	2 or 4 TRPs per cluster
	Up to 3 sectors per cluster with simultaneous transmission from up to 2 sectors

	Coordination scheme and scheduling
	Details to be provided by each proponent

	Backhaul delay
	0ms, 2ms, 10ms, 50ms
Note: In [5], {2ms, 10ms, 50ms} were recommended for evaluation



Evaluation assumptions for URLLC were discussed on the RAN1 reflector via email in ‘[94-NR-06] Email discussion on additional simulation assumptions for Rel-16 NR URLLC’.  Hence, for system level evaluations involving multi-TRP with URLLC, the system level evaluation assumptions agreed in email discussion [94-NR-06] can be used.

[bookmark: _Toc525888513]Adopt the system level evaluation assumptions agreed in email discussion [94-NR-06] for system level evaluations involving multi-TRP with URLLC.
Conclusion
This contribution aimed at defining details of the scope of multi-TRP enhancement work in RAN1 and to describe some architecture options to be considered for evaluation and specification. Scenarios and evaluation assumptions were also proposed.
Our proposals are
Proposal 1	Only solutions without impact to RAN2 is considered in Multi-TRP work in this WI (apart from necessary RRC impact due implementing L1 parameters and UE capabilities).
Proposal 2	Specification supports transmission from at most two TRPs simultaneously
Proposal 3	Any backhaul signalling content and TRP coordination are covered by implementation and are not standardized
Proposal 4	The best performing candidate of single-TRP transmission and dynamic point selection (DPS) is used as the baseline in a given scenario
Proposal 5	Along with presented results there shall be a description of what information the scheduling coordinator is using such as the CSI content (type, wideband/sub-band, RSRP or acquisition etc), CSI update periodicity, the number of TRPs involved in coordination etc.
Proposal 6	Adopt the system level evaluation assumptions summarized in Table 2 for NC-JT.
Proposal 7	Adopt the system level evaluation assumptions agreed in email discussion [94-NR-06] for system level evaluations involing multi-TRP with URLLC.
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