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Introduction
In RAN1 #94bis meeting, following agreements were achieved [1].
Agreements:
· The following table for computation complexity analysis of the receiver as the starting point, entries can be updated till RAN1#94bis. 
Table I	Template of Receiver Computation Complexity breakup 
	Receiver component
	Detailed component
	Computation in parametric number of usages, O(.) analysis, [impact factor]

	
	
	Receiver type 1
	Receiver type 2
	…

	Detector

	UE detection 
	
	
	

	
	Channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	


· The impact factor is to be estimated based on the analysis of computation, memory size, hardware and software implementation, etc. 
· If/How and which entries are to be combined/compared in order to get the total complexity estimate is FFS. 
· Companies may provide the impact factor
· The impact factor is for each cell 
· The rows in the above table are subject to potential re-finement, e.g., adding new row(s), merge some rows, etc.
· Note: the numbers may or may not be a function of UL waveform
· FFS whether or not to add row(s) for memory blocks

In this contribution, the receivers for NoMA schemes are discussed, including the preliminary discussions on receiver complexity.
This contribution is an update of R1-1808761.
Discussion on receiver type for NoMA schemes 
For NoMA schemes, receivers have large impacts on overall detection performance. The multi-user interference caused by the super-positioned transmission is required to be canceled by advanced receiver. Here several types of receivers are discussed. Generally two types of advanced receivers can be applied, namely parallel interference cancelation (PIC) and serial interference cancelation (SIC).
 Parallel interference cancelation (PIC) detectors
As for PIC, iterative detection and decoding scheme is usually used and its basic structure is demonstrated in Fig. 1.


Fig. 1. Basic structure of iterative detection and decoding (PIC)
In Fig. 1, the multi-user detector and decoders exchanges information on decoded bits to improve the detection performance. The complexity is mainly casued by the multi-user detector. Here two types of detectors are introduced.
 Maximum a posterior Probability (MAP) detector
This type of detectors tries to maximize the a posterior probability of received symbols, which leads to near-optimal performance. By assuming low correlation between adjacent REs and Gaussian noise, the MAP receiving algorithm can be simplified to chip-by-chip receiver. NoMA schemes with bit/symbol-level interleaver or scrambler can reduce the correlation between REs and can facilitate the chip-by-chip MAP receivers. Although MAP receiver has theoretically best performance, the complexity is also considerable. This is caused by the fact that the MAP receiver will calculate the distance between received signal and all the possible combinations of transmitted symbols from all UEs. For example, if QPSK is used for a 6-UE case, the number of all potential combinations of transmitted symbols is . As can be observed, the complexity of MAP algorithm is proportional to , where Q denotes modulation order and K denotes number of UEs. 
For NoMA schemes with sparse mappings, since the number of UEs super-positioned on the same REs will be reduced, the complexity of applying MAP receiver can be reduced with nearly the same detection performance. For example, if sparse mapping with density 0.5 is used for 6-UE case with QPSK, the number of possible combinations of transmitted symbols is , which is reduced significantly. This means that for sparse mapping based NoMA schemes, MAP-based detector can be applied to enhance the detection performance with some level of increased complexity.
Observation 1: the sparsity can provide significantly complexity reduction to Chip-by-Chip MAP receivers.
Another similar detection algorithm is message-passing algorithm (MPA), which is used for codebook-based NoMA schemes, e.g. SCMA and PDMA. MPA is also a near-optimal receiver. However, since calculation of distance between received signal and all possible combinations of codewords from all UEs, the detection complexity is still proportional to the exponential of number of UEs.
 Elementary Symbol Estimator (ESE)
One possible way to reduce the detection complexity is ESE. Unlike chip-by-chip MAP which detects symbols from all UEs at the same times, to decode symbols for one UE, ESE treats signals from other UEs as noise by using central limit theorem. With the aid of Gaussian noise assumption, the ESE detection for one UE is simplified. With the iterative detection and decoding, channel decoding can help improve the detection reliability and the overall performance can be improved. 
From descriptions above, we can observe that ESE detector can be regarded as single-user detector with Gaussian assumption. Only the estimation and calculation of mean and variance of interferences will cause additional operations. As a result, the detection complexity is much lower compared with chip-by-chip MAP detector. The complexity of ESE is proportional to the number of UEs and the modulation order. 
It has been widely understood that the performance of ESE detector can approach that of MAP receiver at low coding rate region, that is to say, ESE is very suitable for low coding rate based NOMA schemes. 
For enhanced ESE (e-ESE), the performance can be further enhanced by combining the received signal from multiple received antennas. It is beneficial especially for the multi-antenna receivers. The detailed information for e-ESE can be found in Appendix. 
Observation 2: ESE detector with low complexity can approach the performance of MPA detector at low coding rate region, and could be the good candidate detector for low coding rate based NOMA schemes.
The detailed descriptions for ESE and chip-by-chip MAP detector can be found in Appendix.
 Serial interference cancelation (SIC) detectors
Besides PIC detectors, NOMA can use SIC receiver as well, whose basic structure is depicted in Fig. 2.


Fig. 2. Basic receiver structure of SIC.
MMSE-SIC is a conventional low complexity detection method which may achieve near-optimal performance in some suitable cases. Unlike above detection schemes, MMSE-SIC perform serial interference cancelation, which means that the detection is performed UE by UE. The MMSE detection is used for every single UE’s detection, which follows channel decoding. If the decoded data passes CRC, the corresponding signals are re-constructed and subtracted from the received signal, which will increase the SINR of signals from other UEs. 
If the decoded data and the re-constructed signal are accurate enough, the residual interference is small and the SINRs of other UEs can be enhanced. Under this assumption, the performance of MMSE-SIC can approach that of MAP detectors. However, the well-known error propagation would be the major concern of this receiver type, due to the inaccuracy of reconstructed interference signals in practice. the accuracy of channel estimation may significantly affect the detection, since both initial detection and signal re-construction rely on the estimated channel. As a result, under real channel estimation, the loss of SIC detector may be relatively larger. Meanwhile, for large number of UEs, the cancellation among various UEs would suffer a lot from error propagation.
Hence, for SIC type detectors, the detection order is very important to the performance. Power differentiation among different UEs or channel ordering can benefit the detection performance in terms of both reliability (BLER) and complexity. 
Observation 3: MMSE-SIC is also a low complexity detector capable for NOMA multi-user detection, but error propagation may limit the performance in practice, especially for large number of multiplexed user.
Proposal 1: Both complexity and BLER performance should be considered when study the receivers for NoMA.
Complexity analysis
In this section, we discuss the complexity of various types of receivers for NoMA. Considering that the actual number of operations highly depends on the implementation and since RAN4 is not involved in this SI, high-level study on the complexity order can be performed in RAN1.
[bookmark: OLE_LINK8]Discussion on complexity analysis
Although the template of complexity analysis for NoMA receivers has been agreed, several more aspects need to be taken into considerations during the analysis in order to guarantee the fairness of the comparison and valid of the complexity analysis.
Consistency for Tx/Rx configurations
It is well-known that different Tx configurations can have impact on receiver complexity as well as performance. For example, for spreading-based schemes, spreading on time domain and frequency domain will lead to different performance under different channel conditions, and may also lead to different implementation of receiver with different complexity. 
Meanwhile, the assumptions used for evaluation/complexity analysis will lead to different results. Simplifications can be made to receivers considering specific assumptions. However, such simplifications are not for general cases and will suffer from performance degradation. To avoid misunderstanding on trade-off between performance and complexity, the configurations and assumptions should be aligned for performance evaluation and complexity analysis.
Proposal 2: Tx/Rx configurations and assumptions should be aligned for performance evaluation and complexity analysis.
Impact on legacy UEs
When analysing the NoMA receivers, one important aspect is that the receiver should be applicable to legacy UEs. The reason is that although advanced receivers are required for NoMA, NoMA UE is not working in a standalone case; it is not preferable that two sets of different types of receivers are mandated at the gNB side due to the hardware cost. From this perspective, if one receiver can benefit both NoMA UEs and legacy UEs, such receiver should have certain priority compared to the other receiver types which cannot.
Proposal 3: From gNB complexity and hardware cost perspective, receivers that can benefit for both NoMA and legacy UEs should have priority.

Complexity analysis for NoMA receivers
In this section, the complexity in terms of number of usage for each component and complexity order are analysed for each receiver. For illustration, we denote the parameters for the complexity analysis as follows: 
	Parameter denotation
	Meaning

	Q
	modulation order

	K
	the number of UEs

	Nr
	the number of receive antennas

	L
	the spreading factor

	
	the density for NoMA schemes with sparsity*

	
	the number of outer iterations

	
	the average number for interference cancelation per UE

	
	the number of occupied REs


*Note that for NoMA schemes with sparsity mapping,; for NoMA schemes without sparsity,  is always 1.
Here the analysis of different types of NoMA receivers is given below.
Chip-by-chip MAP
[bookmark: OLE_LINK18][bookmark: OLE_LINK19]For chip-by-chip MAP, the complexity mainly comes from massage passing process. This process will directly output the soft information for decoder and there is no need to consider the soft symbol reconstruction or soft information generation. The MAP detector will be performed in each outer iteration. As a result, the usage of massage passing is. The main complexity of massage passing comes from the calculation of distance between the received signal and the possible transmitted symbols. For each chip, the number of possible transmitted symbols from  UEs is computed as . As a result, to calculate the distance between received signal and all the possible transmitted symbols, the complexity is on the order of . 
For the complexity of MPA detector, which is used in SCMA/PDMA, is slightly higher since inner iterations between check node and variable node are also required in addition to the distance calculation. Such inner iterations mainly consist of operations such as comparison, addition, and etc., thus the complexity of the MPA detector requires a few more operations compared the chip-by-chip MAP.
For LDPC decoding, it should be performed for each UE in each outer iteration, leading to usage of .
Enhanced-ESE
Enhanced-ESE mainly consists of Rx combining, and soft information generation. Note that for ESE type receiver, there is no explicit interference cancelation and the update of mean and variance can be included in the soft information generation. 
For Rx combining, it should be performed for each UE resulting in the usage of . The actual complexity depends on the combining method. For MF combining, the complexity of Rx combining is on the order of . Note that this combining can be performed once, irrelevant to outer iteration. After the combining, the equivalent channel is a SISO channel and subsequent ESE process is performed on this equivalent SISO channel.
The soft information generation is performed for each outer iteration, leading to the usage of . For each usage, its main complexity comes from the calculation of LLR. Taking sparsity into consideration, the soft information generation has the complexity with the order of .
For decoding process, since for each UE in each outer iteration, LDPC decoding should be performed, the usage of LDPC decoding is .
Block-wise MMSE
For block-wise MMSE, although the occupied RE number is , the detector is performed on a block basis, which means that the actual resource unit for detector is .
The block-wise MMSE detector consists of UE ordering, covariance matrix calculation, weight calculation and demodulation. Besides the detector itself, other processing including LDPC encoding, symbol reconstruction and interference cancellation are also required. Among these processes, UE ordering can be performed once for each resource unit, while the numbers of usage for covariance matrix calculation, weight calculation and demodulation are equal to . Meanwhile, the number of usage of LDPC encoding is , and the number of usage of symbol reconstruction and interference cancellation are .
For UE ordering, the SINR is calculated based on the equivalent channel. To get the equivalent channel, complexity with the order of  is required for each UE. As result, the overall complexity of UE ordering is on the order of .
For covariance matrix calculation, the vector multiplication with dimension , leading to complexity with the order of 
For weight calculation, the main complexity comes from the matrix inversion with dimension , leading to complexity with the order of  
For demodulation, the weight vector is multiplied with received vector and the complexity is on the order of .
For LDPC encoding, the complexity is related to the coded length and for each encoding, the complexity is on the order of , where  denotes coded length. As a result, the overall complexity is on the order of .
For symbol reconstruction, the modulated symbols should multiply with the estimated channel coefficients, which has the complexity on the order of . Considering that interference cancelation only requires subtraction, the complexity is negligible.
As for the LDPC decoder, it is a common block for all receivers, and its complexity is related to the coding length. For chip-by-chip MAP and enhanced-ESE, the coding length is , while for block-wise MMSE, the coding length is . The complexity for one decoding process has the order of , where  denotes the number of LDPC decoding iterations while  denotes the coded length. 

The number of usage and complexity order for each component are listed in Table II and III.
Table II. Number of usage for different receivers.
	Receiver component
	Detailed component
	Computation in parametric number of usages

	
	
	Chip-by-chip MAP
	Enhanced-ESE
	Block-wise MMSE

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
	
	
	



Table III. Complexity order for different receivers.
	Receiver component
	Detailed component
	Computation in complexity order

	
	
	Chip-by-chip MAP
	Enhanced-ESE
	Block-wise MMSE

	
	Rx combining, if any
	
	
	

	
	Covariance matrix calculation, if any
	
	
	

	
	Demodulation weight computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	Interference cancellation
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	Interference cancellation
	
	
	

	
	LDPC encoding, if any
	
	
	

	
	Others
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As analysis above, we can observe that MAP/MPA based receiver generally has highest complexity order, which is exponential with UE number. Both block-wise MMSE and enhanced-ESE have complexity order which is linear with UE number, however, the block-wise MMSE will create higher complexity order due to the cube of .
Observation 4: enhanced-ESE has relatively lowest complexity order.

Above analysis mainly focuses on OFDM. For DFT-s-OFDM, additional FFT and IFFT should be considered. For chip-by-chip MAP and enhanced ESE, for each UE, one FFT and one IFFT are required for decoding and feedback, resulting in additional complexity on the order of , where  denotes FFT size. As for block-wise MMSE, the receiver structure in sec. 2 is only suitable for time-domain spreading and requires one FFT and one IFFT for each UE, leading to additional complexity on the order of . 
We would like to point out that the computational complexity only reflects part of the receiver complexity. As an industry standardization group, we should also pay sufficient attention on implementation complexity, which is determined by lots of factors, and is beyond RAN1 capability. The high-level study, including complexity order, is enough to identify the receivers that can be implemented. 
Observation 5: High-level study on complexity order in RAN1 is preferred.
Conclusion
In this contribution, we discussed receiver types for NoMA schemes, and following observations and proposal are presented:
Observation 1: the sparsity can provide significantly complexity reduction to Chip-by-Chip MAP receivers.
Observation 2: ESE detector with low complexity can approach the performance of MPA detector at low coding rate region, and could be the good candidate detector for low coding rate based NOMA schemes.
Observation 3: MMSE-SIC is also a low complexity detector capable for NOMA multi-user detection, but error propagation may limit the performance in practice, especially for large number of multiplexed user.
Observation 4: Enhanced-ESE has relatively lowest complexity order.
Observation 5: High-level study on complexity order in RAN1 is preferred.
Proposal 1: Both complexity and BLER performance should be considered when study the receivers for NoMA.
Proposal 2: Tx/Rx configurations and assumptions should be aligned for performance evaluation and complexity analysis.
Proposal 3: From gNB complexity and hardware cost perspective, receivers that can benefit for both NoMA and legacy UEs should have priority.
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Appendix
A.1 Detailed description for ESE and chip-by-chip MAP detector
A.1.1 ESE detector
Assume on the n-th RE, the received signal is the combination of all users’ signals plus the noise:
       	
in which  is the bit (chip) index and  is the kth user’s equivalent frequency domain channel coefficient, which considers the OFDM demodulation procedure. When processing kth UE’s data, i.e.,, the receiver will treat others’ signals as interference. Thus, the overall interference plus noise is denoted by:
 	                                 (2)
where

where  denotes the set contains all the UEs superposed on the n-th chip according to the grid-mapping pattern.
Based on the central limit theorem (CLT), is approximated as a Gaussian variable, in which the obtained mean and varianceare given as: 
,                             (4)
             ,                         (5)
Furthermore, based on (4) and (5), the conditional Gaussian probability density function of is derived based on 
.               (6)
Based on (6), the extrinsic LLR for UE k can be calculated.

For the case with multiple received antennas, to improve the performance, one way is directly combine extrinsic LLR based on (6). As an alternative, the enhanced ESE (e-ESE) combines the received signals and then processes the combined signal based on previous procedures.
For receiver with  antennas, the received signals can be written by following vector form.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]       	
where , and  is the channel coefficient between the k-th UE and the r-th received antenna. For the k-th UE, the combined received signal is 
       	
where  is the weighting vector for the k-th UE. Potential ways for calculating  are:
1. , which is corresponding to MRC.
2. , which is corresponding to MMSE.
After the combining, the combined signal  and the equivalent channel coefficient  is used for subsequent ESE processing. 

A.1.2 Chip-by-chip MAP detector
The probability density function of  conditioned on the  is calculated as

                             (7)
where the summation condition  denotes all the possible combinations of  with , taking the grid-mapping pattern into considerations. 
For IGMA, the LLR for the k-th UE is calculated as
                                  (8)
By using max-log-MAP approximation, the computational complexity of (8) can be further reduced.
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