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1. Introduction
In RAN1#93, it has been agreed that 
· Detailed transmission schemes particularly MA signature design per scheme will be captured in TR. Performance and complexity comparisons and observation/conclusion should at least be made scheme-wise. 
· Transmitter side data processing for NOMA can be based on one or more of the following aspects
· UE -specific bit-level scrambling
· UE -specific bit-level interleaving
· UE -specific symbol-level spreading
· Can be with NR legacy modulation or modified modulation
· UE -specific symbol-level scrambling 
· UE -specific symbol-level interleaving, with symbol-level zero padding
· UE -specific power assignment
· UE-specific sparse RE mapping
· Cell-specific MA signature 
· Multi-branch/MA signature transmission (irrespective of rank) per UE 
[bookmark: _Hlk495051593]
In RAN1#94, it has been agreed
Agreements:
· Capture Section 2 and Annex in R1-1809786 into TR38.812. 
· Companies are encouraged to check the exact content of Section 2 and Annex in R1-1809786 and to provide comments if any by Friday

This document is the revised on top of R1-1809786, based on comments received by Friday.

2. Candidate MA signature designs per transmitter design aspect for NOMA
Bit level processing
The bit-level processing for NOMA achieves the user separation by randomizing the signals from other users and thus making multi-user interference as random as possible [4][8][11][13][15][16][36][42][44][57][60]. The code rate is comparatively low to get the benefit from the maximum codinggain to overcome the inter-user interference. There are two ways of randomization, i.e. scrambling or interleaving.
[bookmark: _Ref522650427]UE-specific bit-level scrambling: 
Bit-level scrambling based NOMA schemes such as LCRS [46] and NCMA [44] utilize the same transmitter processing procedure as Rel-15 NR PUSCH including channel encoding, rate matching, bit-level scrambling and then modulator, as shown in Figure 1. The main operational difference from current NR PUSCH is that the physical resources mapped to the generated signals are to be shared by multiple users.
Bit level scrambling function defined in TS 38.211 Section 6.3.1.1 [58] can be the MA signature as it is defined in a UE-specific manner. 
[image: ]
[bookmark: _Ref522133436]Figure 1 Transmitter procedure for bit-level processing (modules with dash blocks are optional).
[bookmark: _Ref522650639]UE-specific bit-level interleaving: 
Bit-level interleaving based NOMA schemes such as IDMA [51][36][42][51] and IGMA [47][60] share the same transmitter processing at bit-level as in Figure 1. UE-specific interleaving pattern can be the MA signature. For example, UE specific interleaver generated based on NR LDPC block interleaver can be used and replace the NR common block interleaver in rate matcting as the MA siganturethe block interleaver has been applied to NR LDPC and NR CCE interleaving process can be reused and changed to UE-specific, i.e. the starting position of reading could be cyclic shifted differently for different UEs as shown in Figure 2 [47][55][60].
[image: ]
[bookmark: _Ref522646906][image: ]
Figure 2 UE specific block interleaver design
Another example for the realization of user-specific interleaving is depicted in Figure 3, where a user-specific cyclic shift is introduced, allowing the same user-independent interleaving operation to be executed by K users. The combination of user-specific cyclic shift and non-user-specific interleaving is equivalent to user-specific interleaving [61]. 

[image: cid:image002.jpg@01D43AFD.4C043CB0]
[bookmark: _Ref522804914][bookmark: _Ref522804909]Figure 3 An example of user specific interleaving.

Symbol level processing
[bookmark: _Ref522648918]UE-specific symbol-level spreading with NR legacy modulation.
Symbol-level spreading based NOMA schemes use low cross-correlation or low density spreading sequences as the MA signature , in order to reduce the inter-user interferences at symbol-level[1][2][3][9][10][14][17][18][49][58]. Symbols may be drawn from QPSK as well as higher order QAM constellations to adjust spectral efficiency.  The transmitter processing procedure can be found in Figure 4Figure 3. 
[image: ]
[bookmark: _Ref522134792]Figure 4 Transmitter procedure for symbol-level spreading with NR legacy modulation
	Various designs of symbol-level spreading sequences are proposed for NOMA.
1) WBE sequences
In Welch bound equality (WBE) based spreading schemes such as WSMA [22] and RSMA [56], the design metric, for the signature vectors is the total squared cross-correlation . The lower bound on the total squared cross-correlation of any set of K vectors of length N, is . The WBE sequences are designed to meet the bound on the total squared cross-correlations of the vector set with equality . Some examples of sequence generation method for the construction of WBE spreading sequences can be found in Annex X.1 and Annex X.2.
2) Complex-valued sequences with quantized elements
Elements of spreading sequences are of complex values which follow the quantized constellations are adopted for MUSA [19]. Example of QPSK and 9-QAM constellations are illustrated in Figure 5Figure 4. The total available numbers of sequences are 4N and 9N respectively where N is the spreading factor. Usually a subset of sequences should be identified in order to make the allocation and detection of sequences manageable. The selection of sequences should be based on the cross-correlation property, e.g. joint design of quantized constellation and Welch-bound can be considered. Example subsets of such sequences can be found in Annex X.3.
[image: ]
(a) 9-QAM                                              (b) QPSK
[bookmark: _Ref506070068]Figure 5 Constellation of complex-valued spreading sequence.
3) ETF/Grassmannian sequences
A stricter Welch-bound equality is to minimize the maximum value of the cross-correlations among any two sequences, which is known as Equiangular Tight Frames (ETF) [22] or Grassmannian sequences [44]in the scheme of NCMA [44].
a) Grassmannian Sequence
i. Each complex spreading sequence of this sequence set is generated by Grassmannian line packing problem. Let the Grassmannian sequence set defined by , where N is the spreading factor and K is the superposition factor. Then, the sequence design problem can be posed in terms of maximizing the minimum chordal distance between sequence pairs: , where  is the conjugate sequence of . 
ii. Spreading sequence set: 
b) M-QAM quantized Grassmannian Sequence 
i. Each complex coefficient of this sequence (which is generated by the Grassmannian sequence) is quantized by M-QAM constellations. Then, the M-QAM quantized Grassmannian sequence set is defined by , where N is the spreading factor and K is the superposition factor.
ii. Complex coefficient: , the set of M-QAM constellations
iii. Spreading sequence set: 
It should be noticed that the existence of an ETF/Grassmannian is not guaranteed for arbitrary combination of N and K. Some example of Grassmannian sequences can be found in Annex X.4.
4) GWBE sequences
Generalized welch-bound equality (GWBE) sequences are used as the MA signature for the optimization of cross-correlation under unequal received powers, in the scheme of UGMA [55]. For unequal received powers among different users, tThetthet cross-correlations between the received signals for multiple users becomes is , where  is a diagonal matrix whose diagonal elements are received powers of K users. Then, optimal sequences satisfy

where  is the received power of user j. In this case, sequences meeting the equality in generalized welch-bound   are optimalselected, which are called as GWBE sequences. Some examples of GWBE sequences for 8, 12 and 16 users in two groups and 6dB SNR gap between the two groups can be found in Annex X.5. For any otherFor any given number of users K, spreading factor N and powers , the corresponding GWBE sequences can be generated by the algorithm in Annex X.5.
[bookmark: OLE_LINK1]It should be noted that the elements of GWBE sequences are irregular complex values, which may increase the complexity for hardware implementation. For this end, bBothbbothb the real and imaginary parts of GWBE sequences can be quantized into discrete values, e.g.,  or  or  etc. Some examples of quantized GWBE sequences are also provided in Annex X.5. Besides, fForfforf equal received power, GWBE sequences reduce to WBE sequences.
5) QPSK-based sequence
QPSK-based sequence applied in NOCA [51] which is same as DMRS sequence generation, , where  is given in Annex X.6 for spreading factor equals to 4, 6 and 12 for each root. It should be noted that the number of roots and the corresponding numer of sequences in Annex X.6 is just an example. Additional roots can be added as needed. 
The sequences based on QPSK are obtained from computer search. The cross-correlations are 0 among sequences with the same root and different cyclic shifts, and low correlation 1/N among different root sequences.
Another example of symbol-level spreading where each modulated symbol is spread with different spreading sequence [51][56]
6) Sparse spreading pattern
Zeros are included in the spreading sequences with sparse spreading pattern.Another way to alleviate the inter-user interferences is by using sparse code spreading, where the elements of spreading sequences are picked from [0,1].
· Equal weighted such as SCMA [39][20]: the number of zeros is the same for each pattern.equal to that of ones. For example, the sparse patterns of sparse level 50% over the spreading block of size 4 are

· 
Unequal weighted such as PDMA [43]: the numbers of zeros and ones are flexible. For example assuming K = 6 and N = 4, an unequal weighted sparse pattern matrix  can be




More unequal weighted pattern matrix can be found in the Annex X.7.
7) MUI-qualified sequences
Another sequence generation method is to use the Multi-User Interference (MUI) parameter as a criterion [49]. Details can be found in Annex X.8.

UE-specific symbol-level spreading with modified modulation: 
[image: ]
[image: ]
Figure 6 Transmitter procedure for symbol-level spreading with modified modulation
Joint spreading and modulation is proposed for SCMA [39]. M bits are first mapped to N symbols.The symbol-level dependency is attributed to the flexibility to optimize the constellations across multiple symbols. By adjusting the labelling of the input binary bits to the constellation points for each resource element, a NoMA transmitter can optimize the overall distances (Euclidean/product). 
The M-bit to N-symbol mapping of multi-dimensional modulation can be represented by a  table in which each column represents the symbol sequence in term of an index of the input bit stream. The same mapping function can also be presented by a formula expressing the relation between the input bit stream b and the output symbol sequence x. For example, the formula of 8-point table is
.
The output sequence x can be further multiplied by a UE specific transform matrix G of size N-by-N, to obtain y=Gx. For instance of N = 2, this UE-specific 2-by-2 transform matrix G can be one of the following:

More bits-to-symbols mappings with different input bit lengthlengths can be found in Annex X.9.
For further user separation, more choices of the joint mapping sequences for a given bit stream (equivalently more M-bit to N-symbol mapping matrices) can be generated by casting some N-by-N transform matrix. For instance of N = 2, this UE-specific 2-by-2 transform matrix can be one of
.
	
The output sequence y is then mapped to the corresponding non-zero element of the sparse spreading patterns as described in section 2.2.1-6), to produce the sparse symbol sequence.
It can be found below that the multi-dimensional modulation is equivalent to multi-branch with branch-specific symbol-level spreading, without changing NR legacy modulation. This corresponds to the type of multi-branch transmission illustrated in Figure 9 (b) Actually the above formula of 8-point table consists of two part, i.e.  denotes BPSK modulation and the matrix  represents a linear superposition. The detailed illustration of the equivalence can be found in Annex X-10. 


UE-specific Ssymbol-level scrambling: 
[image: ]
Figure 7 Transmitter procedure for hybrid symbol-level spreading and scrambling
Schems
SchemesSchems like RSMA [56] use hybrid short code spreading and long code scrambling as the MA signatures. The generation of scrambling sequences can be UE-group and/or cell specific, wherein the sequence ID of scrambling code is a function of cell ID and UE-group ID. One or multiple UE groups can be configured in a cell. The sequences used for scrambling code can be Gold sequences, Zadoff-Chu sequences, or a combination of the two, according to 3GPP TS 38.211. 


 The use of long scrambling sequence is helpful in PAPR reduction. Besides, the use of different scrambling sequences across adjacent cells can reduce the inter-cell interference. Both features are desirable to enhance link budget and system capacity.
The generation of scrambling sequences can be UE-group and/or cell specific. The sequences used for scrambling code can down select from Gold sequences, Zadoff-Chu sequences, or a combination of the two, according to 3GPP TS 38.211 [59].
It should be noticed that the effect of hybrid spreading and scrambling may be as same as symbol-level spreading where each modulated symbol is spread with different spreading sequence [51].

UE-specific symbol-level interleaving with symbol-level zero padding: 
[image: ]
Figure 8 Transmitter procedure for symbol-level interleaving with symbol-level zero paddinghybrid symbol-level spreading and scrambling
In the proposed IGMA design [47][60], the symbol level operation is the grid mapping process which can be applied with the robustness to inter-cell interference and reduction of detection complexity. More specifically, it consists of zero padding and symbol level interleaving process, where in the end the sparse symbol-to-RE mapping can be achieved. The sparsity through grid mapping can be configurable.
For the kth UE, via the resource configuration (size of the time-frequency resource) indicated by the gNB, the TB size and the MCS selected/configured for the transmission, a UE could derive the data matrix with the number of column is X and number of row is Y. Moreover, the density and the zero-row indexes could be obtained by UE from gNB configuration, in which the  decides the ratio of the non-zero row of the data matrix and the zero-row indexes tell the UE where to pad the zero rows. With “1” representing the data symbol row and “0” representing the zero row, the examples of zero patterns with Y=4, =0.5 are given below.

.


After the zero padding and writing of the data symbols in corresponding row(s), the symbol sequence mapped to the REs could be further derived by reading the data from column direction of the data matrix. This symbol level interleaving is similar as block interleaving, i.e., the derived symbol sequence is .
 An exemplary interleaving with zero padding for sparse mapping is given below. 
[image: ]
Figure 9
Figure 8  Illustration of symbol-level interleaving with zero padding

Symbol-level processing with BPSK modulation: 
In [41], it was proposed that BPSK modulation as a modulation scheme for NOMA scheme for CP-OFDM waveform. A BPSK modulated symbol is as shown in Figure 10. 
[image: ]
Figure 10 
BPSK modulation with phase rotation











UE-specific sparse RE mapping
Sparse repetition RE mapping is proposed in some NOMA schemes including SCMA [39], PDMA [43], and IGMA [47], where zeros are trasnmitted in some REs within the assigned PRBs.comes up with the optimal tradeoff between the coding gain and multi-user interference mitigation capability by adjusting the size of mapping block, and the UE-specific sparsity levels and patterns.
It should beis noticed that in some cases, the sparse RE mapping can also be done realized by ether RE mapping or designingapplying sparse spreading sequences as shown in Section 2.2.1 [40][41][43][46][50].

Multi-branch transmission per UE
Multi-branch transmission per user can be considered in order to achieve high per-user spectral efficiency[39][40][47][55][56].
This MMulti-branch processing per user [39][40][43][44][47][55][56] could be a common feature to all the above-mentioned design aspects, i.e. multi-branch transmission can be operated before FEC, at bit level or at symbol level, as shown in  Figure 11Figure 9. UE-specific MA signature may be replaced by branch-specific MA signature if multi-branch transmission is applied, and these branch-specific MA signatures could be either orthogonal, non-orthogonal or share the same MA signature. Different coefficients, can be applied for different branches.

[image: ]
(a) Multi-branch transmission before FEC
[image: ]
(b) Multi-branch transmission at bit-level
[image: ]
(c) Multi-branch transmission at symbol-level with legacy modulation.
[image: ]
(d) Multi-branch transmission before FEC and combined before modulation[image: ]
 
(e) Multi-branch transmission at symbol-level with modified modulation
[bookmark: _Ref522886990][bookmark: _Ref522182002]Figure 11 Figure 9 Different operation modes for multi-branch transmission

UE/branch/ layer-specific power assignment 
Power assignment per user/layer can be considered. This could be a common feature to all the above-mentioned design aspects. In fact, sssomesSome of the designs, such as GWBE sequences [55] and multi-branch transmission [40][56], take into account the effect of power assignment in the design of UE/branch-specific MA signatures.
The UE/branch-specific power can be assigned or selected for each user/layer independently from the MA signatures described above. The algorithms of sequence grouping can be found in Annex X-12.

Other candidate transmitter design(s)
1) OFDM symbol staggered transmission pattern
UE-specific starting transmission point is part of the MA signature in ACMA [63].



3. Detailed descriptions of NOMA schemes 
Note: strive to use the MA signatures listed in Section 2 to describe the scheme details with additional information associated with each scheme. Whether it is captured in the main text or the appendix of TR is up to the editor.
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Annex X: MA signature deisgns for NOMA schemes
X.1 Generation method for the construction of WBE spreading sequences [17]
For a user , let  be the transmitted symbol that modulates a unit norm SS vector . The Additive White Gaussian Noise (AWGN) signal model may be given as , where  is the zero-mean AWGN vector with a covariance matrix , i.e., an Identity matrix. the overall SS matrix with a CW in each of its columns is , the transmit symbol vector is .  The transmit power of each user is set to unity, so the power control problem is not addressed here. A unit norm temporal receive filter , such as a Matched Filter (MF) or a linear Minimum Mean Squared Error (MMSE) filter, may be employed by the receiver to obtain an estimate  for the transmitted symbol . The post processed SINR  of a user  is given as



where  is the trace operator,  is the noise component in the SINR . The  term in the denominator is the TSC, which also contains the desired unit signal power. So an additional unity term arises in the denominator. If the post processed noise is white, i.e., the noise power of each  is the same, then the TSC can directly be used as a PI.
From the center part of the SINR equation, let , which is the correlation matrix of the interference plus noise. It can be identified that minimizing the denominator (or equivalently maximizing ) is a well known Rayleigh-Quotient problem. From this, the Eigen vector corresponding to the minimum Eigen value of  may be considered as CW for UE , if it is assumed that  is matched to . 
The fixed-point iterations start from the users choosing a random CW. In a given sequential user order, say , each user updates its SS  by solving the Eigen value problem while other SS,  are kept fixed, i.e. After user , the next user updates it’s CW in the same way by assuming the other CWs to be fixed. The iterations progress up to the final user in the order, such that in each iteration there are  updates, one for each CW in . After the final update in the given iteration, the first user in the order restarts the updates. This repeats until convergence.
Again, from the center part of the SINR equation, the solution to  can also be identified as the well known Generalized Eigen Value Problem (GEVP), i.e., finding a common Eigen value for the matrix pair (). The solution to which is the linear MMSE vector given as , in its normalized form. Sequential iterations as mentioned before can be used, except that instead of solving the Eigen value problem, the normalized linear MMSE expression is used during updates. For this SINR maximization problem (or TSC minimization), the obtained solution to  from both the MMSE IA iterations and the Eigen vector IA iterations is the same fixed-point. 
A Kronecker product based approach may be employed to obtained (or construct) higher dimensional WBE SS, i.e., higher  values, from lower dimensional WBE SS.

X.2 WBE based on modified Chirp sequence [56]
Assume the spreading factor is K and the number of distinct spreading codes is N. Then the n-th spreading code can be denoted by
.    			 (1)
One example of closed-form construction would be 
;         	      (2)
where  is a perfect sequence of period K, that is
	           					(3)
It can be shown that the spreading code generated above is a WBE set, which achieves the WB on sum squared correlations for arbitrary K and N satisfying .

X.3 Examples of complex-valued sequences with quantized elements sequences [1]
Table X.3-1 Example of MUSA sequences with SF = 2, pool size = 6 (before normalization).
	No.
	c1
	c2

	1
	1
	1

	2
	1
	-1

	3
	1
	j

	4
	1
	-j

	5
	1
	0

	6
	0
	1



Table X.3-2 MUSA sequences for SF = 3: 



Table X.3-3 Example of MUSA sequence with SF = 4, pool size = 64 (before normalization).
	No.
	c1
	c2
	c3
	c4
	No.
	c1
	c2
	c3
	c4

	1
	1
	1
	1
	1
	33
	1
	1
	1
	-j

	2
	1
	1
	-1
	-1
	34
	1
	1
	-1
	j

	3
	1
	-1
	1
	-1
	35
	1
	-1
	1
	j

	4
	1
	-1
	-1
	1
	36
	1
	-1
	-1
	-j

	5
	1
	1
	-j
	j
	37
	1
	1
	-j
	1

	6
	1
	1
	j
	-j
	38
	1
	1
	j
	-1

	7
	1
	-1
	-j
	-j
	39
	1
	-1
	-j
	-1

	8
	1
	-1
	j
	j
	40
	1
	-1
	j
	1

	9
	1
	-j
	1
	j
	41
	1
	-j
	1
	1

	10
	1
	-j
	-1
	-j
	42
	1
	-j
	-1
	-1

	11
	1
	j
	1
	-j
	43
	1
	j
	1
	-1

	12
	1
	j
	-1
	j
	44
	1
	j
	-1
	1

	13
	1
	-j
	-j
	-1
	45
	1
	-j
	-j
	j

	14
	1
	-j
	j
	1
	46
	1
	-j
	j
	-j

	15
	1
	j
	-j
	1
	47
	1
	j
	-j
	-j

	16
	1
	j
	j
	-1
	48
	1
	j
	j
	j

	17
	1
	1
	1
	-1
	49
	1
	1
	1
	j

	18
	1
	1
	-1
	1
	50
	1
	1
	-1
	-j

	19
	1
	-1
	1
	1
	51
	1
	-1
	1
	-j

	20
	1
	-1
	-1
	-1
	52
	1
	-1
	-1
	j

	21
	1
	1
	-j
	-j
	53
	1
	1
	-j
	-1

	22
	1
	1
	j
	j
	54
	1
	1
	j
	1

	23
	1
	-1
	-j
	j
	55
	1
	-1
	-j
	1

	24
	1
	-1
	j
	-j
	56
	1
	-1
	j
	-1

	25
	1
	-j
	1
	-j
	57
	1
	-j
	1
	-1

	26
	1
	-j
	-1
	j
	58
	1
	-j
	-1
	1

	27
	1
	j
	1
	j
	59
	1
	j
	1
	1

	28
	1
	j
	-1
	-j
	60
	1
	j
	-1
	-1

	29
	1
	-j
	-j
	1
	61
	1
	-j
	-j
	-j

	30
	1
	-j
	j
	-1
	62
	1
	-j
	j
	j

	31
	1
	j
	-j
	-1
	63
	1
	j
	-j
	j

	32
	1
	j
	j
	1
	64
	1
	j
	j
	-j



Table X.3-4 Example of BPSK or {+1/-1} sequence with SF = 6, pool size = 16 (before normalization).
	No.
	c1
	c2
	c3
	c4
	c5
	c6

	1
	1
	1
	1
	1
	1
	1

	2
	1
	1
	1
	1
	-1
	-1

	3
	1
	1
	1
	-1
	1
	-1

	4
	1
	1
	1
	-1
	-1
	1

	5
	1
	1
	-1
	1
	1
	-1

	6
	1
	1
	-1
	1
	-1
	1

	7
	1
	1
	-1
	-1
	1
	1

	8
	1
	1
	-1
	-1
	-1
	-1

	9
	1
	-1
	1
	1
	1
	-1

	10
	1
	-1
	1
	1
	-1
	1

	11
	1
	-1
	1
	-1
	1
	1

	12
	1
	-1
	1
	-1
	-1
	-1

	13
	1
	-1
	-1
	1
	1
	1

	14
	1
	-1
	-1
	1
	-1
	-1

	15
	1
	-1
	-1
	-1
	1
	-1

	16
	1
	-1
	-1
	-1
	-1
	1



X.4 Examples of Grassmannian sequences [1044]
Examples of 64QAM-quantized Grassmannian Sequence based spreading codebook for minimizing the MUI are represented as follows:
Table X.4-1 64QAM-quantized Grassmannian Sequence based codebook for Spreading Factor: N = 2
	# of codewords
(Max. # of users: K)
	Examples of spreading codebook 

	2
	

	4
	

	6
	

	8
	


NOTE:  is () normalized matrix for the power constraints, . Here, . 

Table X.4-2. 64QAM-quantized Grassmannian Sequence based codebook for Spreading Factor: N = 4
	# of codewords
(Max. # of users: K)
	Examples of spreading codebook 

	4
	

	6
	

	8
	


NOTE:  is () normalized matrix for the power constraints, . Here, . 


X.5 Algorithms of constructing GWBE sequences [55]
[bookmark: _Ref510625331]Table X.-5-1 Algorithms of constructing GWBE sequences   for any spreading factor N, number of users K, received powers 
	1: Find the set of oversized users  satisfying  for 

	2: Construct a matrix  with diagonal elements  and eigenvalues  with “Generalized Chan-Li” or “Generalized Bendel-Mickey” algorithms in [1562] 

	3: Decompose , where  is the matrix of eigenvectors

	4: Denote the eigenvectors in  corresponding to the non-zero eigenvalues as  and the non-zero eigenvalues as 

	5: Construct sequences , where 

	6: Construct , where  is any orthogonal matrix satisfying .



Table X.5-2 Example for GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 8, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	-0.3068-0.4002i     -0.1823-0.2575i     0.2787+0.4238i      0.5287-0.3308i
	-0.5                       -0.5                       -0.5                       -0.5 

	-0.0229+0.3563i     0.869-0.2734i       0.0574+0.021i      -0.0142-0.1965i
	-0.8869-0.2366i    0.1684-0.0164i     0.1991+0.2087i   -0.1898+0.0979i

	-0.1936-0.4658i      0.2822-0.0885i    -0.0736+0.3716i    -0.7151+0.0569i
	-0.118-0.1499i     -0.0994-0.2647i    0.377-0.381i         -0.6336-0.4415i

	-0.3066+0.3717i    -0.2369-0.2155i    -0.7377+0.2445i     0.0236-0.2465i
	0.5835-0.2329i    -0.407+0.0047i      0.3753-0.453i      -0.2874+0.1048i



Table X.5-3 Example for GWBE sequences quantized by {-2, -1, 0, 1, 2} before normalization (Spreading factor = 4, User number = 8, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	-1- i	- i	1+ i	2- i
	-1	-1	-1	-1 

	 i	2- i	0	- i
	-2-i	1	1+i	-1

	-1- i	1	i	-2
	0  	-i	1-i	-2-i

	-1+i	-1-i	-2+i	-i
	2-i	-1	1- i	-1



Table X.5-4 Example for GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 12, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	0.1904+0.0145i     0.7272-0.514i       -0.2103-0.2594i     0.2418-0.024i
	-0.5	              0.5                        0.5	                 -0.5

	0.3224-0.3367i     -0.0836+0.6834i    -0.1767+0.375i       0.3294-0.1684i
	-0.4686-0.1212i    -0.3517-0.4534i    -0.059+0.1422i      0.5211-0.3757i

	0.1415+0.2701i     0.3498+0.0601i    -0.5172+0.3126i     0.1143-0.6347i
	0.1485+0.1008i    -0.0978-0.1169i    -0.5555+0.3244i   -0.5181+ 0.5121i

	0.0739+0.3791i     0.4316+0.0877i    -0.4466+0.191i      -0.1158+0.6383i
	-0.7443+0.2562i  -0.0277-0.3199i     -0.017+0.0495i      0.4254-0.3058i

	-0.4567+0.3433i    0.0599+0.0521i     0.5939+0.4209i     0.2542+0.2697i
	-0.3393-0.0337i   -0.0657-0.1985i      0.1794-0.4201i   -0.4464-0.6574i

	0.0308 - 0.8351i    0.0303 - 0.0103i    0.026 - 0.4612i     0.0799+ 0.2843i
	0.3945-0.0972i      0.3061+0.5307i    -0.1173-0.2804i    0.0612-0.6028i



Table X.5-5 Example for GWBE sequences quantized by {-2, -1, 0, 1, 2} before normalization (Spreading factor = 4, User number = 12, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	1          2-i         -1-i        1
	-1	  2	   2	     -1

	1-i       2i             i           1
	-1	  -1-i	    i	     2-i

	1+i       1           -1+i       1-2i
	1	   0	   -2+i	   -1+2i

	i           2           -1+i        2i
	-2+i	   -i	    0	     2-i

	-1+i      0           2+2 i     1+ i
	-1	   0	    1-i	    -1-2 i

	-2i        0            -i            i
	1	 1+2i 	     -i	     -2i



Table X.5-6 Example for GWBE sequences with unit norm before quantization (Spreading factor = 4, User number = 16, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	0.5747-0.3408i    -0.2554+0.4933i    -0.0064-0.3592i    0.1565-0.3023i
	-0.5           -0.5   -0.5   -0.5

	0.3786-0.2143i     0.0064-0.5928i    -0.4637+0.2793i     0.0282-0.4069i
	-0.4321+0.3191i    -0.031-0.1271i     -0.5079-0.1491i    -0.4844-0.4237i

	-0.0439+0.3734i    0.2209-0.0687i    -0.3654+0.7617i    0.1165-0.279i
	0.682+0.3864i      -0.4349+0.1979i    -0.3113-0.0085i    0.1355+0.2046i

	0.2663-0.3807i    -0.0548-0.1704i    -0.1334+0.6523i     0.527+0.176i
	-0.0278+0.654i     -0.5421+0.2316i   -0.4443+0.0596i    0.1428-0.0523i

	0.3714+0.1164i   -0.2134+0.3388i    0.1225+0.2758i     -0.7398+0.2234i
	-0.1467+0.6878i   -0.2674+0.1785i   -0.1723+0.3663i    0.1277+0.4711i

	0.1216-0.537i     -0.0764-0.2757i    -0.3015+0.0669i     -0.7202+0.0299i
	0.4229-0.576i        0.411+0.0295i      0.1824+0.2432i     0.417-0.2307i

	0.212+0.2656i   -0.633-0.5417i       0.1693-0.398i         0.0549+0.0147i
	-0.1062-0.3379i   -0.1145-0.1416i     0.7577+0.0774i     0.4096-0.3057i

	-0.148+0.4161i   0.1072+0.5946i    0.1729+0.301i        -0.1189-0.5525i
	-0.3009-0.4003i   -0.5465+0.6044i     0.1188+0.1732i     0.1014-0.1756i



Table X.5-7 Example for GWBE sequences quantized by {-2, -1, 0, 1, 2} before normalization (Spreading factor = 4, User number = 16, Group number = 2, Received power offset = 6dB)
	Sequences for group with high power
	Sequences for group with low power

	2-i      -1+2i            -i            -i
	-2             -2              -2             -2

	1-i        -2i              -2+i        -i
	-1+i           0              -2-i           -2-i

	i            1              -1+2i        -i
	2+i            -1+i           -1	    i

	1-i        -i               2i              2+i
	2i              -2+i             -2            0

	1        -1+i             i               -2+i
	-1+2i        -1+1 i         -1+1 i        2i

	-2i       -i              -1              -2
	1-2i              1              1+ i          1-i

	1+i       -2-2i        1-i               0
	-i                -i                    2           1-i

	-1+i	 2i             1+i             -2 i
	-1-i           -2+2i              i             -i



X.6 Examples of QPSK based sequences [9]
	
Table X.6-1:  for SF=4
	

	


	0
	3
	3
	1
	3

	1
	-3
	-3
	-3
	1

	2
	-3
	-1
	-1
	-1

	3
	-1
	-1
	-3
	-3

	4
	1
	3
	-1
	-1

	5
	1
	-1
	-1
	-3

	6
	-3
	1
	-1
	-3

	7
	1
	1
	3
	-3

	8
	1
	3
	1
	-3

	9
	-1
	3
	1
	-3




Table X.6-21:  for SF=6
	

	


	0
	-1
	-3
	3
	-3
	3
	-3

	1
	-1
	3
	-1
	1
	1
	1

	2
	3
	-1
	-3
	-3
	1
	3

	3
	3
	-1
	-1
	1
	-1
	-1

	4
	-1
	-1
	-3
	1
	-3
	-1

	5
	1
	3
	-3
	-1
	-3
	3

	6
	-3
	3
	-1
	-1
	1
	-3

	7
	-1
	-3
	-3
	1
	3
	3

	8
	3
	-1
	-1
	3
	1
	3

	9
	3
	-3
	3
	1
	-1
	1

	10
	-3
	1
	-3
	-3
	-3
	-3

	11
	-3
	-3
	-3
	1
	-3
	-3

	12
	3
	-3
	1
	-1
	-3
	-3

	13
	3
	-3
	3
	-1
	-1
	-3

	14
	3
	-1
	1
	3
	3
	1

	15
	-1
	1
	-1
	-3
	1
	1

	16
	-3
	-1
	-3
	-1
	3
	3

	17
	1
	-1
	3
	-3
	3
	3

	18
	1
	3
	1
	1
	-3
	3

	19
	-1
	-3
	-1
	-1
	3
	-3

	20
	3
	-1
	-3
	-1
	-1
	-3

	21
	3
	1
	3
	-3
	-3
	1

	22
	1
	3
	-1
	-1
	1
	-1

	23
	-3
	1
	-3
	3
	3
	3

	24
	1
	3
	-3
	3
	-3
	3

	25
	-1
	-1
	1
	-3
	1
	-1

	26
	1
	-3
	-1
	-1
	3
	1

	27
	-3
	-1
	-1
	3
	1
	1

	28
	-1
	3
	-3
	-3
	-3
	3

	29
	3
	1
	-1
	1
	3
	1



	



Table X.6-32:  for SF=12.
	

	


	0
	-1
	1
	3
	-3
	3
	3
	1
	1
	3
	1
	-3
	3

	1
	1
	1
	3
	3
	3
	-1
	1
	-3
	-3
	1
	-3
	3

	2
	1
	1
	-3
	-3
	-3
	-1
	-3
	-3
	1
	-3
	1
	-1

	3
	-1
	1
	1
	1
	1
	-1
	-3
	-3
	1
	-3
	3
	-1

	4
	-1
	3
	1
	-1
	1
	-1
	-3
	-1
	1
	-1
	1
	3

	5
	1
	-3
	3
	-1
	-1
	1
	1
	-1
	-1
	3
	-3
	1

	6
	-1
	3
	-3
	-3
	-3
	3
	1
	-1
	3
	3
	-3
	1

	7
	-3
	-1
	-1
	-1
	1
	-3
	3
	-1
	1
	-3
	3
	1

	8
	1
	-3
	3
	1
	-1
	-1
	-1
	1
	1
	3
	-1
	1

	9
	1
	-3
	-1
	3
	3
	-1
	-3
	1
	1
	1
	1
	1

	10
	-1
	3
	-1
	1
	1
	-3
	-3
	-1
	-3
	-3
	3
	-1

	11
	3
	1
	-1
	-1
	3
	3
	-3
	1
	3
	1
	3
	3

	12
	1
	-3
	1
	1
	-3
	1
	1
	1
	-3
	-3
	-3
	1

	13
	3
	3
	-3
	3
	-3
	1
	1
	3
	-1
	-3
	3
	3

	14
	-3
	1
	-1
	-3
	-1
	3
	1
	3
	3
	3
	-1
	1

	15
	3
	-1
	1
	-3
	-1
	-1
	1
	1
	3
	1
	-1
	-3

	16
	1
	3
	1
	-1
	1
	3
	3
	3
	-1
	-1
	3
	-1

	17
	-3
	1
	1
	3
	-3
	3
	-3
	-3
	3
	1
	3
	-1

	18
	-3
	3
	1
	1
	-3
	1
	-3
	-3
	-1
	-1
	1
	-3

	19
	-1
	3
	1
	3
	1
	-1
	-1
	3
	-3
	-1
	-3
	-1

	20
	-1
	-3
	1
	1
	1
	1
	3
	1
	-1
	1
	-3
	-1

	21
	-1
	3
	-1
	1
	-3
	-3
	-3
	-3
	-3
	1
	-1
	-3

	22
	1
	1
	-3
	-3
	-3
	-3
	-1
	3
	-3
	1
	-3
	3

	23
	1
	1
	-1
	-3
	-1
	-3
	1
	-1
	1
	3
	-1
	1

	24
	1
	1
	3
	1
	3
	3
	-1
	1
	-1
	-3
	-3
	1

	25
	1
	-3
	3
	3
	1
	3
	3
	1
	-3
	-1
	-1
	3

	26
	1
	3
	-3
	-3
	3
	-3
	1
	-1
	-1
	3
	-1
	-3

	27
	-3
	-1
	-3
	-1
	-3
	3
	1
	-1
	1
	3
	-3
	-3

	28
	-1
	3
	-3
	3
	-1
	3
	3
	-3
	3
	3
	-1
	-1

	29
	3
	-3
	-3
	-1
	-1
	-3
	-1
	3
	-3
	3
	1
	-1







X.7 Examples of unequal weighted sparse spreading pattern [9]

Table X.7: Examples of different sparse spreading pattern 
	OF
	Type
	Sparse spreading pattern

	150%
	Type 1
	


	
	Type 2
	


	200%
	Type 1
	[image: ]

	
	Type 2
	


	300%
	Type 1
	


	
	Type 2
	





X.8 MUI based sequence generation method [49]
MUI is calculated using Equation 1. Where  represents the number of code words in a pool,  is a single code word that MUI parameter is evaluated toward.  is the length of the codeword.
                                                        Eq. (X.1)
To create a spreading code, it is first required to set the length of the spreading code. For an -length code, we can create  orthogonal sequences. This will span the space of the spreading code. We will generate the code using complex Hadamard codes in normalized de-phased form. The construction equation is showed as Eq. (X.2) below. Examples for orthogonal complex Hadamard codes can be found in the appendix.
                                                                 Eq. (X.2)
After we create the orthogonal base, we start the creation of the non-orthogonal set. 
First, we construct the hereby defined hyperplanes – we choose pairs of orthogonal vectors from the base set . Each pair of orthogonal vectors defines a hyperplane. Therefore, for a set of  vectors we can define  orthogonal hyperplanes, as seen in Eq. (X.3). 
                                            Eq. (X.3)
Second, we construct non-orthogonal vectors in each hyperplane. To do so, we need to decide how many non-orthogonal vectors we would like to create. Considering K hyperplanes, N orthogonal sequences and M required sequence pool size, the number of non-orthogonal vectors per hyperplanes  is calculated by Eq. (X.4). Looking at Eq. (X.4) it is seen that there is a flexibility at the size of the sequence pool that is dependent on L. 
                                                                    Eq. (X.4)
To generate the new sequences, we will generate linear combination in each hyperplane by setting minimum cross correlation between the new vector and its building hyperplanes. This is called the constraint of least projection which is defined by . 
Let us see an example of such an operation. Assume two orthogonal vectors  defined as in Eq. (X.5). It is possible to see that using  and  we create a linear combination to generate the new spreading sequence. To generate  and  we use  for  so that:  and .  
                                         Eq. (X.5)
Last, we assign the MUI quality figure for each sequence by using Eq. (X.1). We will also look at the standard deviation as a comparison tool. An example sequence can be viewd in table X.8-1.
[bookmark: _Ref521497461]Table X.8-1 - N=4, L=2 proposed sequence pool
	a1
	a2
	a3
	a4

	1
	1
	1
	1

	1
	0+1i
	-1
	-0-1i

	1
	-1
	1
	-1

	1
	-0-1i
	-1
	0+1i

	1.366
	0.866+0.5i
	0.366
	0.866-0.5i

	1.366
	0.5+0.866i
	-0.366
	0.5-0.866i

	1.366
	0.366
	1.366
	0.366

	1.366
	-0.366
	1.366
	-0.366

	1.366
	0.866-0.5i
	0.366
	0.866+0.5i

	1.366
	0.5-0.866i
	-0.366
	0.5+0.866i

	1.366
	-0.5+0.866i
	-0.366
	-0.5-0.866i

	1.366
	-0.866+0.5i
	0.366
	-0.866-0.5i

	1.366
	-0+0.366i
	-1.366
	-0-0.366i

	1.366
	-0-0.366i
	-1.366
	-0+0.366i

	1.366
	-0.866-0.5i
	0.366
	-0.866+0.5i

	1.366
	-0.5-0.866i
	-0.366
	-0.5+0.866i




X.9 Examples of bitbits-to-symbolsymbols mapping functionpattern for symbol-level spreading with modified modulation [39]
Table X.9-1. Mapping function for the 8-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	000
	001
	010
	011
	100
	101
	110
	111

	Output symbol sequence
	
	
	
	
	
	
	
	


with  and .
Table X.9-2. Mapping function for the 16-point modulated symbol sequence of length 2
	Sequence index
	1
	2
	3
	4
	5
	6
	7
	8

	Corresponding bit sequence
	0000
	0001
	0010
	0011
	0100
	0101
	0110
	0111

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	9
	10
	11
	12
	13
	14
	15
	16

	Corresponding bit sequence
	1000
	1001
	1010
	1011
	1100
	1101
	1110
	1111

	Output Symbol sequence
	
	
	
	
	
	
	
	



Table X.9-3. Mapping function for the 64-point modulated symbol sequence of length 2
	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	

	Sequence index
	
	
	
	
	
	
	
	

	Corresponding bit sequence
	
	
	
	
	
	
	
	

	Output Symbol sequence
	
	
	
	
	
	
	
	



Table X.9-4. Three mapping functions with 4-point low PAPR modulated symbol of length 4 
(no sparsity is applied, only used when transform precoding is enabled in coverage limited case)
	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	1
	2
	3
	4

	Corresponding bit sequence
	00
	01
	10
	11

	Output symbol sequence
	
	
	
	

	Sequence index
	
	
	
	

	Corresponding bit sequence
	
	
	
	

	Output symbol sequence
	
	
	
	



X.10 Implementation Example of multi-dimensional modulation scaleable MA signature design by multi-branch transmission [40]
[image: ]
[bookmark: _Ref521523228]Figure X.10-1 Example of 8point bit-to-symbol mapping is realized by three layer branches transmissiton for symbol-level spreading with BPSK.
[image: ]
[bookmark: _Ref521523062]Figure X.10-2 Example of 16point bit-to-symbol mapping is realized by two layer branches transmission for symbol-level spreading with QPSK.

X.11 Method of bit level interleaving and symbol level interleaving with zero padding
· UE specific bit level interleaving
The data matrix has X column(s) and Y row(s), the input bit sequence is a and output bit sequence x，the interleaver starting position of the bit level interleaving for kth UE is configured as  CSk-bit, 
b=0;
for j = 0 to X-1
    for i = 0 to Y-1
          
          b=b+1
    end for
end for
· UE specific symbol level interleaving with zero padding
The zero row index set is ，e.g., if the zero pattern is [1,0,1,0], then the I={1,3}. The data symbol matrix has X column(s) and Y row(s)，the input symbol sequence is S and output symbol sequence S’，and the interleaver starting position of the symbol level interleaving for kth UE is configured as  CSk-symbol (in addition, CSk-symbol can be equal to CSk-bit),
b=0
for j = 0 to X-1
    for i = 0 to Y-1
       if 
            
       else 

 b= b+1
    end for
end for
X.12 Sequence grouping method [55]
For any sequences pool with L sequences, the sequences pool can be divided into G groups for interference reduction and performance enhancement. For unequal received powers, only the cross-correlations among sequences in groups with lower received powers matter. Therefore, the optimal sequences in group  should satisfy
[bookmark: OLE_LINK6]                                                ,                                            (1)
where  is composed by sequences for group ,  and  denote the set of sequences indices and average received power of group m, respectively, and  without loss of generality. Based on (1), the sequences for the G groups can be obtained from the original sequence pool . 
Considering the complexity of implementation and large storage requirement of optimal sequence grouping for any multi-level received powers, sub-optimal sequence grouping algorithm ignoring the exact power setup shown in Table X.11-1 and Table X.11-2 can be considered.

[bookmark: _Hlk522785463]Table X.11-1 Algorithm for sequence grouping (For small power offset between adjacent groups) 
	1: Let  and                                                                                                                     //Initialization

	2: loop

	3:     if  then

	4:         Compute matrix                                                                       //Cross-correlation matrix

	5:         Compute vector , where  is the element at the i-th row and j-th column of            //Sum cross-correlations of sequences in groups with the same or lower powers

	6:         Find the  smallest values in  and denote the index set as       //Find the index of sequences for group 
7:         Define  as sequences for group , where  denotes the j-th column of a matrix.
8:         Update  and , where  denotes sequences in  except 

	9:     end if
10: end loop



Table X.11-2 Algorithm for sequence grouping (For large power offset between adjacent groups)
	1: Let  and                                                                                                                       //Initialization

	2: loop

	3:     if  then

	4:        Find all  combinations of  sequences from sequence pool . Denote  sequences in the a-th combination as 

	5:        Find the index  of optimal combination for group  satisfying 

	6:        The sequences for group  are       
7:         Update  and , where  denotes sequences in  except 

	8:     end if
9: end loop
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