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In RAN1 #92bis meeting, the following agreements were achieved on multi-user receivers for NOMA [1]:
Agreement:
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA.
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations.
· The interference cancellation block may or may not be used.
· Note: if not used, an input of interference estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases.
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Figure 1 A high-level block diagram of multi-user receiver


During RAN1 #93 meeting, the following agreement has been achieved regarding the receiver complexity [2],
Agreement:
· In performing performance evaluation, companies should provide analysis of receiver complexity. Particularly (with details FFS):
· Detector complexity 
· Decoding complexity
· Interference cancellation complexity, if any
· Number of iteration(s), if any
· Other receiver optimization, if any
· Complexity for the preamble/DMRS detection
· Memory requirements
· Latency
· FFS which simulation cases to be selected for evaluation
· Discuss further next meeting potential template capturing the complexity analysis, especially regarding the level of details in the analysis

In complementary to previous contributions on multi-user receivers including the implementation related aspects  for NOMA, this contribution further discusses the relationship between performance improvement and receiver optimization under circumstances of taking spreading based scheme such as MUSA as an example. It has been agreed that in performing performance evaluation, companies should provide analysis of receiver complexity. Therefore it may be reasonable to compare the performance of different NOMA schemes assuming a receiver of similar complexity, if not a common reference receiver. With this motivation, this contribution strives to provide some methodology to carry out receiver complexity analysis per RAN1 expertise, based on which preliminary complexity analysis is enforced. In general, receiver complexity analysis can be carried out in 2 steps, first block-wise quantitative analysis to such extent as additions/multiplications of the components of the receiver, e.g. MU detector block, FEC decoding block as well as the IC block corresponding to the block diagram agreed in RAN1 #92bis and second wrap up the individual parts into the complexity of the whole receiver.
NOMA Receivers and Complexity Analysis
Based on the agreements above, there would be many kinds of multi-user receivers, considering the detection algorithms and the IC implementations, where major types for advanced receivers NOMA (in addition to the baseline MMSE-IRC) at least include:

· MMSE + Hard IC receiver;
· MF/MMSE-ESE + Soft IC receiver;
· Joint detection receiver, such as EPA.

· NR LDPC decoder Complexity Analysis
Channel decoder is a common module to the receivers. Prior to computation complexity estimation of the above mentioned receivers, the complexity of LDPC decoder (for both log-BP and min-sum) is analyzed.  
It should be noted that for LDPC the complexity with optimal decoding would be about 4 times as that of sub-optimal decoding [3]. The optimal decoding is log-BP and often implemented by table lookup. The sub-optimal decoding is min-sum with a scaling factor. The implementation requirements on hardware for log-BP are also higher than that of min-sum. Referring to the decoding costs in [3] as well as the average column weight (dv) and row weight (dc) of NR-LDPC BG2, the decoding complexity per bit per iteration can be calculated, shown as follows. Details of calculation can be found in Appendix A1.
[bookmark: _Ref521661096]Table 1 Log-BP decoding complexity @exemplary MCS setting 
	(TBSize, Modulation, SF)
	Computation Complexity (# additions)

	(10, QPSK, 2)
	586

	(20, QPSK, 2)
	322

	(20, QPSK, 4)
	149



Table 2 Min-sum decoding complexity @exemplary MCS setting 
	(TBSize, Modulation, SF)
	Computation Complexity (# additions)

	(10, QPSK, 2)
	151

	(20, QPSK, 2)
	82

	(20, QPSK, 4)
	37


Decoder latency may be an issue of log-BP decoding which resides in the key processing steps of a decoder. Log-BP is also less robust than min-sum when the interference/noise variance cannot be accurately estimated. For the sake of comparison, it seems reasonable to strive to use the same implementation of decoder for performance evaluation. Due to the above listed considerations, we propose min-sum decoder as the common decoder at the receiver end. 

Proposal 1: Min-sum decoder can be adopted in the evaluation of NOMA schemes as a unified decoder to facilitate complexity analysis.

· MMSE-IRC receiver (baseline)
In NOMA study for uplink, normally only one transmit antenna is assumed, e.g., no multi-spatial-layer transmission. At gNB, usually more than one receive antennas would be implemented. Hence, potentially spatial MMSE receiver can be implemented to suppress the cross-user interference. Spatial MMSE usually resides in the module of “Detector” in Fig. 1.

For MMSE detection, the computation complexity of covariance matrix inversion is complex multiplications, where x represents the matrix dimension. Assuming K UEs transmitting on the same resources, each UE transmitting symbols by using a spreading code of length L and base station having N receive antennas, if the receiver carries out  symbol-wise covariance and MMSE weight calculation for all S symbols in a code block, the total computation complexity would be S*(N*L)3. Nevertheless, with Sherman-Morrison formula and block-wise covariance calculation and other techniques, the complexity of matrix inversion and covariance calculation can be significantly reduced, as will be further elaborated in the following sections. The “Decoder” module also has significant impact on the receiver complexity. For MMSE-IRC receiver, the number of decoding is K to decode the K UEs transmitting on the same resources, and the complexity would be K*Cd, where Cd represents the operation complexity of decoder. 
In the following, we provide a preliminary complexity analysis of (TBSize, Modulation, SF) = (20, QPSK, 4) with 12 UEs (300% overloading). Two receive antennas is assumed at the BS and 20 iterations for LDPC decoder. As a rule of thumb for implementation, 1 complex multiplication is equivalent to 3 real multiplications and 1 real multiplication equivalent to 6 real additions referring to look-up table (LUT) implementation of real products and the complexity ratio of LUT over addition [3]. Accordingly, one complex multiplication represents 18 real additions and considering one complex addition can be decomposed into two real additions, the ratio between complex multiplication and complex addition is therefore 9:1(This ratio will be further employed in the conversion between complex multiplication and complex addition in the subsequent receiver complexity analysis). The number of complex multiplications per bit for the decoder can be calculated as follows,
Cd = (20*37/6)/3 = 41.477 
· Complexity for detection module
To have an in-depth understanding of the detection module complexity, let us first identify the key processing modules in the detector: MMSE weight calculation and MMSE demodulation. The MMSE weight calculation includes the matrix inversion of dimension min(K, N*L). 
· MMSE weight calculation
The covariance matrix is calculated as follows,


where H is the channel matrix for 12 UEs consisting of channel vector of each UEs of dimension N*L = 8 plus the noise variance accounting for 8 complex additions.  Therefore R is the product of a matrix of dimension 8*12 with its conjugate symmetry. Such matrix multiplication requires (8*8/2+4)*12 = 432 complex multiplications and (8*8/2+4)*11 = 396 complex additions.  Therefore the number of complex additions needed for covariance is 396+8 = 404 complex additions. 
The dimension of covariance matrix is 8. It matrix inversion complexity is 83 = 512 complex multiplications and 83- 2*82+8 = 392 complex additions. To further calculate the MMSE demodulation weight as follows,


whose complexity is 12*82 = 768( For each one of the 12 UEs, the complexity is a dimension 8 row vector multiplied by a dimension 8 square matrix, costing 82 complex multiplications and 12*7*8=672 complex additions )
The total complexity for MMSE weight calculation is therefore 768 + 512 + 432 = 1712 for each RE. As the spreading sequence is the same and the channel fluctuation is insignificant across a RB, the above operations are carried out once for each of 6 RBs, the total complexity for MMSE weight calculation is 1712*6 = 10272 complex multiplications, and (672+404+392)*6 = 8808 complex additions. 

· Demodulation
Demodulation is the process of multiplying of MMSE weight to the received signal y. The number of de-spread symbols is 216. Thus the complexity of demodulation for each UE is 8*216 = 1728 complex multiplications and 7*216 = 1512 complex additions. Considering 12 UEs, the overall complexity is therefore 12*1728 = 20736 complex multiplications and 7*216*12= 18144 complex additions

· Complexity for decoding module
The number of information bits is 176 with CRC included. The decoding requires 176*41.477 = 7300 complex multiplications. For all the 12 UEs, the total decoding complexity is 12*7300 = 87600.

· Overall complexity for MMSE-IRC
The overall complexity can be calculated summing up that of each item above, i.e., 118608 complex multiplications, where 74% is spent on decoding and 26% on detector.
In addition, 8808+18144 = 26952 complex additions are needed for the detector module. 
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Figure 1 A block diagram for MMSE-IRC receiver

· Preliminary quantitative analysis of enhanced MMSE + Hard IC receiver 
The advantage of hard IC receiver is that once the information bits of a user are decoded correctly, the interference caused by this user can be canceled almost completely pending on channel estimation accuracy, and the user can be removed from the IC chain, resulting in reduced complexity. Furthermore, SINR sorting can be performed to accelerate IC process and improve the performance by taking advantage of post-SINR deviation among UEs caused by e.g. near-far effect. 
In a more general sense, the task of separating different users’ data is more evenly distributed between detector and the channel decoder in hard IC type of receiver. The relatively low correlation between spreading sequences reduces the interference between users. Hence, the hard decision of channel decoder is typically enough, no need for iterations between MMSE de-spreading and soft-input-soft-output (SISO) decoder which may suffer from channel estimation inaccuracy and Tx impairments. 
Fig. 2 shows a block diagram for enhanced MMSE + Hard IC receiver. It can be observed that the enhanced MMSE-SIC would not terminate whenever a user hasn't been successfully decoded. Rather, the MMSE detection and decoding would continue for the next UE right behind until none of the remaining UE is successfully decoded. In this diagram, for example, if User 3 has not been successfully decoded, detection and decoder would be carried out for User 4. If User 4 is successfully decoded, User 3 will be included in the UE list for re-ordering (SINR sorting). Note that the SINR here represents the SINR after MMSE demodulation, i.e. post-SINR. It can be observed from Fig. 2 that 4 additional components are needed in the (enhanced) MMSE-SIC receiver architecture: re-encoding, spreading, IC and SINR sorting. 
[image: ]
Figure 2 A block diagram for enhanced MMSE-SIC receivers

Using the same notations as above, the complexity of the detection module in MMSE + Hard IC receiver would be O(K*S*(N*L)3), linearly growing with the number of UEs. Multiple ways can be used to reduce the number of matrix inversion or the dimension of matrix inversion, or even avoid direct inversion of matrix, as shown in Table 1, where NSC representing the number of subcarriers for transmission, and I is the number of iterations for MMSE-HIC (Hybrid IC) receiver. From this table, significant complexity reduction can be observed with the method of e.g. performing once matrix inversion on a group of symbols, that is feasible for the application scenarios of NOMA. And it should be noted that some of these methods in Table 3 can be combined to further reduce the complexity.
For MMSE + Hard IC receiver, e.g. MMSE-SIC, assuming that all K users can be decoded correctly one by one, the complexity of the “Decoder” module would be O(K*Cd), that is the same as in MMSE-IRC receiver. 
Table 3 Qualitative analysis of (enhanced) MMSE-SIC receiver complexity
	Matrix inversion method
	Complexity

	(1) Matrix inversion per symbol
	K*S*(N*L)3

	(2) Matrix inversion per L subcarriers
	K*NSC/L*(N*L)3

	(3) Incremental matrix inversion based on Sherman-Morrison Formula
	K*S*(N*L)2

	(2) + (3)
	O(K*NSC/L*(N*L)2)

	(4) Matrix inversion in MMSE-HIC receiver
	O(I*S*(N*L)3)



Further quantitative analysis adopting similar methodology as that in the previous sections is carried out as follows. To simplify the presentation, we attribute the previous 4 additional modules (shown in green in Fig. 2) to a new module called Additional module.
· Complexity for detection module
The difference of MMSE weight calculation of (enhanced) MMSE-SIC is that the covariance and its inverse are updated once a UE is decoded and in the following the operations are carried out in an incremental manner.
· MMSE weight calculation
Different from the MMSE-IRC approach where covariance is common to all the UEs, in MMSE-SIC, the covariance needs to be updated once a UE is successfully decoded. Employing the Sherman-Morrison formula in the covariance update process, an additional 52 complex multiplications and 45 complex additions are needed till the last UE is successfully decoded. The covariance for each RE for all the UEs is therefore 432 +512+52*11 = 1516 complex multiplications.  In the meantime Assume for each RB, the covariance is shared due to channel correlation and the same sequence used for spreading, the sum complexity is therefore 1516*6 = 9096 complex multiplications as a result of 6 co-variances needed. Similar to the methodology in MMSE-IRC, complex additions account for  404+392+45*11 =1291 complex additions and for 6 RBs 1291*6 = 7746 complex additions.

Given covariance, to enforce SINR ranking/Demodulation for all the remaining UEs, all the MMSE weights should be calculated. The number of remaining UEs will be 12, 11, 10, ...,1 till the end and therefore total MMSE weights require,
12*8*8 + 11*8*8 + 10*8*8 +...+ 8*8 = 13*12/2*8*8 = 4992 complex multiplications. 12*8*7+11*8*7+10*8*7+ ...+8*7 = 4368 complex additions. Likewise, assuming the SINR values are common to all the REs across the 6 RBs, the total complexity is therefore,
4992*6 = 29952 complex multiplications and 4368*6 = 26208 complex additions. The total complexity for MMSE weight calculation is 9096+29952 = 39048 complex multiplications, 33954 complex additions. 

· Demodulation
Demodulation is the process of multiplying of MMSE weight to the received signal y. The number of de-spread symbols is 216. Thus the complexity of demodulation for each UE is 8*216 = 1728 complex multiplications and 7*216 = 1512 complex additions. Considering 12 UEs, the overall complexity is therefore 12*1728 = 20736 complex multiplications and 7*216*12= 18144 complex additions
Complexity for decoding module
The number of information bits is 176 with CRC included. Hence, the decoding requires 176*41.477 = 7300 complex multiplications. For all 12 UEs, the total decoding complexity is therefore 12*7300 = 87600.

· Additional Module
· SINR sorting 
With the MMSE weight obtained, SINR sorting can be achieved by ranking the UEs based on the following value


where for each UE, 8 complex multiplications and 7 complex additions are needed. Therefore the total complexity is 
12*8 + 11*8 + ... + 2*8 = 14*11/2*8 = 616 complex multiplications.
12*7 + 11*7 +...+2*7 = 14*11/2*7 = 539 complex additions. 

· Spreading
Basically spreading is a RE-wise multiplication operation for each UE and can be calculated as follows, where for each modulated symbol per RE, the number is L*N = 8. Thus for each UE the number of complex multiplications needed is 8*216 = 1728. For sequences whose elements are QPSK, the number of complex multiplications can be further decreased to 1728/4 = 432.  The complex additions needed for each UE is 1728. For all the 12 UEs, the cost for spreading is therefore, 12*432 = 5184 complex multiplications. 

· IC
Basically IC is a RE-wise subtraction operation for each UE and can be calculated as follows, where for each modulated symbol per RE, the number is L*N = 8. Thus for each UE the number of complex additions needed is 8*216 = 1728. For all the 12 UEs, the cost for IC is therefore, 1728*11 =19008 complex additions.

· Overall complexity for (enhanced) MMSE-SIC
The overall complexity for classic MMSE-SIC can be calculated summing up that of each item above, i.e., 153184 complex multiplications, where 57.2% is devoted to decoding and 39% for detector and 3.8% for new modules and 71645 complex additions for the detector module. 

While the overall complexity for enhanced MMSE-SIC, widely employed in the evaluation of MUSA, accounts for 1.3 times the overall complexity for enhanced MMSE-SIC to cover the potential additional decoding operations for the unsuccessfully decoded UEs for the first time, making a total 153184* 1.3 = 199139 complex multiplications. The increased overall complexity ratio is therefore 67.9%.  Component-wise complexity increase in percentage are listed in Table.4
Table 4 Complex increase of the receiver in terms of complex multiplications
	Receiver
#complex multiplications
	MMSE-IRC
	Enhanced MMSE-SIC
	Increase in percentage

	Detection
	31,008
	 65584 *1.3
	174.9%

	Decoding
	87,600
	87,600 *1.3
	30%

	Total
	118,608
	153184 *1.3
	67.9%



Table 5 Complexity of the receiver in terms of complex additions
	Receiver
#complex 
additions
	MMSE-IRC
	Enhanced MMSE-SIC

	Detection
	26952
	 71645 *1.3



Adopting the ratio between complex multiplication and complex addition (9:1) in the MMSE-IRC receiver section, we have the number of equivalent complex multiplications for MMSE-IRC/enhanced MMSE-SIC receiver as follows,
MMSE IRC: 26952/9 + 118608 = 121602 complex multiplications
Enhanced MMSE-SIC: 71645*1.3/9+153184*1.3 = 209488 complex multiplications. 
The overall complex increase ratio is approximately (209488 - 121602)/ 121602=72.2%
Apart from complexity reduction of SIC compared to PIC, low processing latency for MMSE + Hard IC receiver can be achieved by HIC with small number of iterations at the cost of a few more decoding times. And it should be emphasized that in NOMA study there is not much point to differentiate the serial and parallel operations between detector and decoder. The BLER performances are not very different. Serial operation requires less hardware at the cost of lower data throughput. It just affects the trade-off purely from practical engineering view without significant impact on NOMA study itself.
Observation 1 MMSE-SIC receiver with minor receiver architecture impact can achieve additional performance improvement at moderate receiver complexity increase. 

· MF/MMSE-ESE + Soft IC receiver
Elementary signal estimator (ESE) is one kind of iterative detector where soft-input soft-output (SISO) decoder is applied [6]. When the process converges, the soft information after channel decoding has higher reliability than the soft information before decoding. The updated soft information is applied in the calculation for the mean and variance of the interference, then the new soft information is input to the decoder to be refined. After several iterations, user signals can be successfully decoded.
For ESE + soft IC receiver, the burden of separating different users’ data lies more on the channel decoder, e.g., SISO decoder with multiple iterations with ESE, whereas the demodulator (ESE) is relatively simple, especially for MF-ESE. As mentioned before, ESE can be implemented in conjunction with MMSE equalizer to suppress the interference from other users and improve the performance, albeit with increased complexity.
[bookmark: _Ref1328][bookmark: _Ref1357][bookmark: _Ref1697]

Here K single-antenna users are assumed. The transmitted symbols are generated after certain operations, such as spreading, interleaving and modulation. At the receiver, the received signals are given by

	 	(1)



Where  is channel coefficient of user k and  is complex additive white Gaussian noise (AWGN) with variance  per dimension.
We rewrite (1) as 

		 (2)


Where  and .

MMSE ESE algorithm description [7]:
Initialization:


	,  	(3)
Main operations:

	 	 (4)

	 	(5)

		  (6)

	 	(7)

		 (8)

		 (9)

		 (10)

The APP in the DECs is performed at this stage to update . Then go back to (a) for the next iteration.




Here  and . In the above, is the a prior variance for . To reduce the complexity, we use


		 (11)
where M is much smaller than J (such as one tenth of J).



The a posteriori mean for is given by  which is the k-th element of . 



The a posteriori mean for is given by  which is the k-th diagonal element of . 
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Figure 3 Block diagram for LMMSE ESE
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Figure 4 Performance comparison for MF+ESE and LMMSE+ESE
For K UEs transmitting on the same resources, the complexity of the “Decoder” module would be O(I*K*Cd), where I is the number of iterations. Depending on the soft information is propagated successively, in parallel, or in part parallel, the number of iterations would be different. For SISO decoder, the performance with optimal decoding Log-MAP may be better in ideal channel estimation, but it should be noted that the complexity would be higher as discussed above.
In addition, hard IC can be also employed to enhance the performance and reduce the complexity of ESE + Soft IC receiver, especially for high user loading.

Table 6  Complexity analysis for MMSE ESE
	Formula
	Complex division 
	Complex multiplication
	Complex addition

	

	0
	

	


	

	

	

	


	

	0
	

	


	

	0
	

	


	

	0
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	2K
(Note:real division)
	0
	K



Table 7 Complexity for MMSE-ESE receiver
	Formula
	Real division 
	Complex multiplication
	Complex addition

	Soft Reconstruction
	
	2*log2(S)*J*K/SF=20136
	S*J*K+S*J*K=41472

	

	0
	
=4320
	
1728

	

	
=144
	
=432
	
=144

	

	0
	
=3456
	

=1728

	

	0
	
=1728
	
=1728

	

	0
	
=41472
	
=41472
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	2*KJ=20736
(Note:real division)
	0
	KJ/2=5184
(Note: real addition is 1/2 of complex addition)


	Sum for 10 iterative detection
	208800
	514080
	519840

	Decoding complexity
	
	176*41.477=7299.95
	

	10 iterative detection for decoding and 12 users
	
	7299.95*10*12=
875994
	

	Sum for 10 iterative detection and decoding complexity
	208800
	1591434
	519840

	Sum for 10 iterative detection and decoding complexity in terms of multiplication operations
	208800+1591434+519840/9=1857794
(Note: the complexity of one real division is converted to that of 1 complex multiplication, and the ratio between complex multiplication and complex addition is 9:1 as elaborated in the MMSE-IRC receiver section )



As an example, when Nr=2, K=12, detection Itnum=10, 6RB, subcarrier number M=72, SF=2, QPSK is applied. The number of modulation states S is therefore 4. DMRS occupies 2 symbols. The number of symbol is J=864.  The complexity for MMSE receiver with the example parameters are shown in Table 6.

Observation 2: MMSE-ESE receiver has great receiver architecture impact and can achieve additional performance improvement with large receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.

· Joint detection receiver: EPA
For MPA or EPA receiver, the task of separating users’ data is evenly distributed between the MPA/EPA and channel decoder. Although SISO decoder is also used here, similar to the case of ESE, MPA/EPA is a more powerful multi-user detector than ESE. Hence the burden does not too lean on SISO decoder, e.g, less number of iterations between MPA/EPA and SISO decoder may be needed.
Figure 4 shows a block diagram for MPA/EPA + Soft IC receiver, where the MPA/EPA detector is inherently parallel multi-user detector with joint processing, whereas single-user detection process is performed in the MMSE detector and ESE in the last two types of receivers.
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Figure 5 A block diagram for MPA/EPA + Soft IC receiver


To reduce the complexity of MPA, a message-passing algorithm via expectation and variance (e.g., EPA) has been investigated. As the name goes, during inner iterations, message exchanged between connected users and subcarriers is just the mean and variance, rather than probability density. This can reduce the exponential complexity to linear complexity, i.e. , where the exponent  in MPA receiver has been removed.
The underlying assumption of EPA is that the transmitted signal of a given user follows Gaussian distribution. However, this assumption would bring inaccuracy in the estimation. In addition, as mentioned before, EPA can be implemented in conjunction with MMSE to improve the performance[8].
EPA Algorithm
· Initialization
Calculate the prior probability of each state/constellation by using prior LLR (in the 0th iteration, the prior LLR is initialized as zero):

		(12)


Where,  is the the ith bit value (1/-1) of the constellation .  \
· EPA
For the tth EPA iteration:
· For the VN update
· Update the probability of each state/constellation

		 (13)
· Compute the mean  and the variance  with respect to (w.r.t.) .

		 (14)

		 (15)
· Update the message from VN to FN

		 (16)

		 (17)
· For the FN update:
· 

Compute the mean  and variance 

		 (18)

		 (19)


Where, the diagonal elements of  are the posterior variances .
· Update the message from FN to VN

		 (20)

		 (21)

· compute the output LLR of EPA
Calculate the LLR of the EPA with the probability [image: ]:

		 (22)






Let  be the number of user, be the number of modulation states,  Q be the number of  constellations,  be the number of VN/user connected to one FN,  be the number of FN/RE connected to one VN/user,  be the RE number of one block,  be the number of receiver antennas.
Complexity Analysis of EPA
The computation complexity of EPA is analyzed as below:
Table 8 Complexity of EPA
	Formula
	Real Division
	Complex Multiplication
	Complex Addition

	(12)
	
	

	


	(13)
	
	


	


	(14)
	
	

	


	(15)
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	(17)
	
	

	


	(18)
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	Sum for one block and one iteration
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps371B.tmp.png]

	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps7463.tmp.png]


	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps830A.tmp.png]



	Sum for one block and one iteration



	200
	792
	484

	Sum for 18 blocks and 12 (3InItr*4OutItr) iterations


	200*18*12*12=518400
	792*18*12*12+[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsE654.tmp.png]*18*12*4
=2089152

	484*18*12*12=1254528




The total complexity including decoder and EPA module is calculated as below. 
Table 9 Total complexity including decoder and EPA module
	Module
	 Real Division
	Complex Multiplication
	Complex Addition

	EPA
	[bookmark: OLE_LINK30]518400
	2089152
	1254528

	Decoder for
4 OutIteration and K=12 users
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	Sum
	[bookmark: OLE_LINK25]518400
	2439550
	1254528

	Sum in terms of multiplication operations
	393984+2942398+1254528/9= 3097342
(Note: the complexity of one real division is converted to that of 1 complex multiplication, and the ratio between complex multiplication and complex addition is 9:1 as elaborated in the MMSE-IRC receiver section )



For these joint detection receivers, with K UEs transmitting on the same resources, the complexity of the “Decoder” module would be O(I*K*Cd), where I is the number of outer iterations, which may be different for MPA and EPA.
Similar to above discussion for ESE + soft IC receiver, hard IC can be employed to MPA and EPA, especially for high user loading, which can reduce the complexity.

Table 10 Complexity comparison among typical receivers in terms of equivalent complex multiplications
	Receiver
	MMSE-IRC
	Enhanced MMSE-SIC
	MMSE-ESE
	EPA

	#Equivalent Complex Multiplications
	121602
	  209488
	1857794
	3097342

	Normalization wrt MMSE-IRC
	1
	1.72
	15.28
	25.47



Observation 3: EPA receiver has great receiver architecture impact and can achieve additional performance improvement with huge receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.
Observation 4: The complexity of matrix inversion can be significantly reduced by some methods, which can be considered at least for MMSE based receiver. 
Observation 5: Hard IC can balance the burden on demodulator and channel decoder, without iterative soft information exchange in between.
Proposal 2 : Jointly consider  different modules of the receiver in the complexity analysis, at least including the complexity of detector and decoder, and strive to provide the analysis of overall complexity based on the same unit(e.g. complex multiplication)per RAN1 expertise.
Receiver implementations based on MMSE-IC
In the following, optimizations based on MMSE + Hard IC implementations for ideal channel estimations as well as  more practical scenarios are further discussed. Section 3.1 is dedicated to the performance improvement based on MMSE-SIC/HIC receiver additionally exploiting soft information from the decoder. Section 3.2 is dedicated to the receiver implementation for preamble-based Tx solution in RRC_INACTIVE state transmission. Section 3.3 introduces the receiver implementations that can improve the interference cancellation performance under circumstances of channel estimation inaccuracy and Tx impairments such as To/Fo. The optimizations introduced in 3.2 and 3.3, although slightly increasing the complexity, make MMSE-SIC/HIC more robust to various fading and near-far environments.
 Performance/Complexity Improvements based on MMSE-IC Exploiting Soft Information
To further improve the performance of spreading-based schemes such as MUSA, turbo-like receivers exploiting soft information such as MMSE-ESE as well as EPA are employed. As can be observed from previous sections, the computation complexity of the turbo-like receivers are in the order of tens compared with the MMSE-SIC receiver for each decoded UE. Multi-layer operations at the transmit side are adopted in conjunction with the MMSE-ESE receiver while the EPA receiver is employed with joint spatial and code domain MMSE matrix capable of harnessing a much refined soft information. The performance improvements with the employment of these turbo-like receivers w.r.t. the MMSE-IC receiver are further listed in Table 10, where EPA is employed under both TDL-A and TDL-C channels and multi-layer + ESE is employed to TDL-C channel use cases. The BLER vs SNR curves from which the table is derived can be retrieved from Appendix A3.
Table 11 BLER performance based on EPA with 10 outer iterations and multi-layer MUSA compared with enhanced MMSE hard SIC for TDL-A 30ns and TDL-C 300ns
	TBSize
(byte)
	
	Performance gain in dBs @10%BLER
for TDL-A 30ns
	Performance gain in dBs @10%BLER
for TDL-C 300ns

	
	
	6 UEs
	8 UEs
	10 UEs
	12 UEs
	6 UEs
	8 UEs
	10 UEs
	12UEs

	40
	EPA-based
	0.2
	0.2
	0.25
	1
	0.2
	0.6
	0.8
	1.4

	
	Multi-layer
	
	
	
	
	1
	0.3
	1
	2

	60
	EPA-based
	0.7
	1.3
	1
	1
	0.3
	2.1
	2
	1.2

	
	Multi-layer
	
	
	
	
	0.4
	1.6
	2
	0.35

	75
	EPA-based
	1.2
	1.2
	1.4
	---
	2.4
	3.2
	4.6
	---

	
	Multi-layer
	
	
	
	
	2.25
	3
	4.2
	



Observation6 ：Turbo-like MMSE-soft IC can further boost the performance in ICE at significant complexity increase and receiver structure impact.
Figure 6 further illustrates the performance comparison between ESE/EPA applied to spreading scheme adopting legacy modulator such as MUSA and the spreading scheme with modified modulator such as SCMA at high per UE spectral efficiency. The results of SCMA are copied from [10], where EPA is claimed to be employed. The TBSize is 75 Bytes and TDL-C channel is chosen where OMA calibration is better done (see Appendix A4) than that in TDL-A channel. We can see that the performance between MUSA and SCMA for 6 and 8 UEs are close while spreading schemes adopting legacy modulator outperforms that adopts modified modulator with turbo-like receiver optimization.at higher overloading(such as 10/12 UE cases). Figure 7 illustrates the performance comparison between ESE/EPA applied to MUSA and the SCMA results from Figure 12(a) in [11]. It is shown that at lower spectral efficiency and higher overloading scenario, spreading based scheme such as MUSA with receiver of comparable complexity outperforms SCMA. Using our simulator, the MUSA performance captured in the original figure in [11] fits well with that obtained from a MMSE-SIC receiver, whose complexity is much lower than that of EPA according to previous analysis.
Observation 7: The additional gain of multi-dimensional modulation/modified modulation with respect to legacy modulator appears unclear with receivers of comparable complexity.
[image: 图片2]
[bookmark: _Ref521661033]Figure 6 BLER performance of EPA based soft-IC and multi-layer MUSA compared with SCMA for {TDL-C 300ns, TBS =60bytes, 1T2R, ICE}
[image: ]
Figure 7 BLER performance of EPA based soft-IC MUSA compared with SCMA @{ TDL-A 30ns, TBS =20bytes, 1T2R,ICE, 24UE}

MMSE-SIC receiver for preamble/DMRS based NOMA
Compared with MMSE-SIC receiver in ideal channel estimation, the receiver for preamble/DMRS based NOMA should include additionally the realistic UE identification and detection.
[bookmark: _GoBack][image: ]
[bookmark: _Ref521661293]Figure 8 A MMSE-SIC receiver for preamble based NOMA
Figure 7 shows a MMSE-SIC receiver for preamble based NOMA, where blind detection of preamble sequences is done in the first step based on the pre-defined preamble sequence pool to identify transmission UEs. For example if ZC sequence is adopted, the parameters such as root index, cyclic shift and OCC or FDM pattern can be used as the preamble ID to differentiate UEs. Correlation peak detection of the sequences can be performed, based on sliding window correlation at a given false alarm rate. Once the preamble ID is identified, the spreading sequence of this UE would be determined, according to a pre-defined mapping rule. The number of detected UEs, channel estimation based on each user’s preamble sequence, and sequence ID will be input to data processing module with MMSE-SIC procedure.
For “true” grant-free transmission, the following realistic issues should be considered:
· False alarm:
Since the actual sequences selected by the UEs are unknown to gNB, the number of detected UEs based on preamble may be larger than the actual number of UEs in transmission. In this case, gNB would attempt to decode the fictitious UEs in the MMSE-SIC procedure, which introduces additional complexity. However, since the channel estimation and SINR of the fictitious UEs are usually quite low, the impact on the covariance matrix and the equalization of the actual transmission UEs can be neglected, and therefore the performance will not be severely affected.
· Miss detection:
Miss detection due to low SNR: In this case, the number of detected UEs based on preamble may be smaller than the actual number of UEs in transmission. Then the missed UEs would not be treated for data decoding. The impact on the decoding of other UEs is negligible since the SINRs of the missed UEs are usually quite low.
Miss detection due to collision: If two or more UEs select the same preamble sequence, there will be at most one preamble ID detected, which means that only one UE has the chance to be detected. Furthermore, the corresponding channel estimation will be the combination of multiple UEs, which leads to significantly performance degradation due to the non-resolvable interferences.
Based on the above analysis, preamble collision has the most significant impact on the performance of grant-free transmission. Preamble SIC can be considered to alleviate this issue. When collision occurs (gNB can always assume a preamble is shared by multiple UEs although gNB does not know whether it indeed happens) and if one of the conflicting UEs can be successfully decoded, the channel estimation can be refined as shown in Section 3.2, and then the contribution of this UE can be reconstructed and subtracted from the received preamble signal. After that, gNB can update the channel estimation for the same preamble sequence from the residual preamble signal and then try to decode the hidden UEs from the residual data signal, or gNB can do preamble detection again to identify the hidden or missed UEs.
Observation 8: For preamble/DMRS based NOMA to support true grant-free transmission, preamble/DMRS SIC can be considered to alleviate user collision issue.

Data-aided channel estimation refinement for MMSE-SIC/HIC 
MMSE-IC receiver and its enhancements have been extensively elaborated in our previous contributions [9]. This section focus on the To/Fo handling issues, which is related to the data-aided channel estimation refinement part in the previous contributions. Error propagation can be a potential issue for MMSE-SIC receiver, i.e. the imperfect channel estimation would lead to imperfect interference cancellation, and the residual signal of the high power UE can pose strong interference to the weak power UEs. To alleviate this problem, the data of successfully decoded users can be utilized to refine channel estimation, as follows.

Assuming that the first user has been correctly decoded, and let  be the reconstruction of the transmitted spread symbols of the first user, the channel estimation can be refined by using Least Squares (LS) algorithm:

		 (23)


where is the received signal on the specific spread symbols. When the second user is successfully decoded, the vector of its transmitted symbols is denoted as. Then the channel estimation of the first user and second user can be refined by:

		 (24)


where , .
As more users’ data are successfully decoded, more data symbols can be used for channel estimation refinement. The refined channel coefficients are used for interference cancellation, so as to minimize the error propagation of SIC. Therefore, we think that data-aided channel estimation refinement is a method worthy of consideration for NOMA, and it can be applied to various cases.  It's worth noting that data of the decoded UEs can be further exploited to harness the channel estimation improvement and therefore better interference cancellation performance under Tx impairments (e.g.,To/Fo) scenarios. 
Observation 9: Data-aided channel estimation refinement can be considered in the receiver for NOMA.
Conclusions
Proposal 1: Min-sum decoder can be adopted in the evaluation of NOMA schemes as a unified decoder to facilitate complexity analysis.
Proposal 2: Jointly consider different modules of the receiver in the complexity analysis and strive to provide the analysis of overall complexity based on the same unit (e.g. complex multiplication)per RAN1 expertise.

Observation 1: MMSE-SIC receiver with minor receiver architecture impact can achieve additional performance improvement at moderate receiver complexity increase. 
Observation 2: MMSE-ESE receiver has great receiver architecture impact and can achieve additional performance improvement with large receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.
Observation 3: EPA receiver has great receiver architecture impact and can achieve additional performance improvement with huge receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.
Observation 4: The complexity of matrix inversion can be significantly reduced by some methods, which can be considered at least for MMSE based receiver. 
Observation 5: Hard IC can balance the burden on demodulator and channel decoder, without iterative soft information exchange in between.
Observation6：Turbo-like MMSE-soft IC can further boost the performance in ICE at significant complexity increase and receiver structure impact.
Observation 7: The additional gain of multi-dimensional modulation/modified modulation with respect to legacy modulator appears unclear with receivers capable of comparable complexity.
Observation 8: For preamble/DMRS based NOMA to support true grant-free transmission, preamble/DMRS SIC can be considered to alleviate user collision issue.
Observation 9: Data-aided channel estimation refinement can be considered in the receiver for NOMA.
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Appendix 
A1 Decoding complexity calculation
Referring to [3], the decoding complexity can be estimated as shown in Table A1 and A2, where dv is the average column weight and dc is the average row weight of the coding proto matrix. Values of dv and dc depend on the code rate which links to (TBSize, modulation, SF).
	Table A1. Average Column/Row weight of NR LDPC BG2 matrix
	(TBSize,Modulation, SF)
	dv 
	dc

	(10, QPSK, 2)
	3.7885
	4.6905

	(20, QPSK, 2)
	3.7714
	5.2800

	(20, QPSK, 4)
	3.4286
	6.5455



	Table A2. Decoder Operations Count per iteration for LDPC codes.
	LDPC codes
	Optimal decoding
	Sub-optimal decoding

	Schedule + Kernel
	LBP + ideal kernel
	LBP + Min-Sum + Offset

	For check node processing
	Add : dvN + (2dc-1)(N-K)
LUT : 2 dc (N-K)
	Add : dvN + 2(N-K)
Comp : (2dc -3)(N-K) + 2(N-K)

	For bit node processing
	Add : dvN
	Add : dvN

	Costs
	Addition(1)
	2dvN + (2 dc -1)(N-K)
	2dvN + 2(N-K)

	
	Comparison(1)
	
	(2dc -3)(N-K) + 2(N-K)

	
	LUT(6)
	2dc (N-K)
	

	Total cost
(R=1/3)
	160K
	38.5K

	Total cost
(R=1/2)
	118.3K
	28.8K

	Total cost
(R=3/4)
	83.7K
	20.6K


where N is the codeword size and K is TBSize
The costs for min-sum decoder @(20, QPSK, 4) can be calculated as follows,
[2*3.4286*432+2*(432-176)+(2*6.5455-1)*(432-176)]/176 = 37.3273 (additions). The complexity conversion ratio among LUT/Addition(Comparison) is 6:1 as shown the table and we assume the real multiplication complexity is LUT in this paper.
A2 Blind MMSE-IC receiver for data-only based NOMA
Due to the limited number of preamble/DMRS, preamble/DMRS collision is a challenging issue for “true” grant free transmission. In this regards, data-only based NOMA [5,6] is worthy of consideration, in which sequence collision is solved by exploiting the randomness nature of user data.
Figure A1 shows a receiver of data-only based NOMA, where user and symbol stream detection is carried out blindly based on the spreading code set and the received signal. Then the blind channel estimation or equalization is carried out, in the absence of reference signal. The details of the blind detection procedure are briefly described as below:


[bookmark: _Ref521661531]Figure A1 A receiver for data-only based NOMA
(1) 
The received signal can be expressed as , where K is the number of users, hik is the channel coefficient of user k on the i-th Rx antenna, ck is the spreading code randomly selected by user k, xk is the modulation symbols transmitted by user k, n is the AWGN.
(2) Combining the received signals across multiple Rx antennas with predefined combination factors to obtain the combined signals r, which can exploit the interference rejection capability in spatial domain effectively. For 2 Rx antennas, the following 6 predefined combination factors can be considered: {(1, 0), (0, 1), (1/, 1/), (1/, -1/), (1/, j/), (1/, -j/)}.
(3) 
Put the received signal r into an L*S matrix Y, where L is the length of spreading code, S is the number of modulation symbols transmitted by each UE, then calculate the covariance matrix by: .
(4) 
Perform blind activity detection by using the following metric calculation principle to identify D spreading codes with lowest metrics from the spreading code set with M codes: .
(5) 
Perform MMSE-like de-spreading by using an identified spreading code to obtain a symbol stream: , where cm is one of the identified spreading codes. The scaling and phase rotation caused by the channel still remain in the derived symbol stream, which would be compensated by blind equalization.
(6) If a spreading code matches one of the transmitting UEs, the obtained symbol stream after the above blind detection with the spreading code is usually a scaled and phase rotated version of the original constellation symbols, symbol clusters can be observed, an example is shown in Figure A2. Based on the characteristic of the symbol stream, the scaling and phase rotation can be derived by a partition-based matching method which partitions the constellation plane to multiple areas along various boundaries, e.g. x-axis, y-axis, y = x, and y = -x. Then the scaling and phase rotation can be compensated to restore the estimated signals around the original constellation [5][6].
(7) 

Calculate the EVM and the equivalent SINR for each symbol stream, then sort the SINRs and select multiple candidate symbol streams with higher SINR for demodulation and decoding. For each candidate symbol stream, multiple hypotheses (e.g.  and  for BPSK modulation) would be tried for decoding because of the possibility of phase ambiguity, which would be resolved by CRC check.
The other processes of the receiver are the same as regular MMSE-IC receiver, and data-aided channel estimation and refinement would be used for interference cancellation.
[image: ]Phase ambiguity

[bookmark: _Ref521661588]Figure A2 Symbol clusters of a symbol steam after blind detection with a spreading code
Figure A3 shows some simulation results on BLER vs SNR performance for data-only based NOMA, more results can be found in Appendix 2, the simulation assumptions are listed in Table A2 in Appendix 1. From these simulation results we can observe that high loading of users and sum throughput performance can be achieved with CP-OFDM in the case of simulation of 6 RBs, and with CP-OFDM or DFT-S-OFDM in the case of simulation of 1 RB, where spreading on OFDM symbol level is used for DFT-S-OFDM transmission. And note that the absence of DMRS overhead is translated into reduced spectral efficiency (thus the reduced effective code rate) as more resources can be used for data transmission, but the actual TBS is the same as in the case of with DMRS. As for the 1RB case, it is clarified that this case would be necessary for cell-edge UEs even if their coupling losses are well within 144dB.
The complexity of the blind MMSE-IC receiver is mainly on the block of “Blind activity detection and MMSE de-spreading”. The complexity is about O(I*C*(L3 + S*L2 + S*L*D)), where I is the number of iterations in the whole receiver procedure, which is related to the number of users, C is the number of predefined combination factors for received signals on multiple Rx antennas, which is related to the number of Rx antennas, and C = 1 if one Rx antenna is used, S is the number of data symbols transmitted by each UE, L is the length of spreading code, D is the number of identified spreading codes from the spreading code set. The complexity of channel estimation refinement based on the data of decoded users can be kept low via incremental matrix inverse techniques. Another process that has significant contribution to the receiver complexity is the “decoding” block, because that multiple streams would be decoded per iteration and multiple iterations required in the receiver.
	[image: TBS10_TDLA_v4]
(a) CP-OFDM, (6 RBs, 1ms), TBS = 10bytes, TDL-A 30ns
	[image: TBS10_TDLC_v3]
(b) CP-OFDM, (6 RBs, 1ms), TBS = 10bytes, TDL-C 300ns

	[image: TBS10_TDLC]
(c) CP-OFDM, (1 RB, 6ms), TBS = 10bytes, TDL-C 300ns
	[image: 10Byte_CBLERvsSNR.tif]
(d) DFT-S-OFDM, (1 RB, 6ms), TBS = 10bytes, TDL-C 300ns


[bookmark: _Ref521661671]Figure A 3 BLER vs SNR for data-only based NOMA

A3 Simulation results for MMSE-soft IC
	[image: 91]
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	(a). TBS=40, TDLA-30ns, 1T2R
	(b). TBS=60, TDLA-30ns, 1T2R
	(c). TBS=75, TDLA-30ns, 1T2R

	[image: 94]
	[image: 95]
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	(d). TBS=40, TDLC-300ns, 1T2R
	(e). TBS=60, TDLC-300ns, 1T2R
	(f). TBS=75, TDLC-300ns, 1T2R


Figure A4   BLER performance employing EPA 
	[image: 81]
	[image: 82]
	[image: 83]

	(a). TBS=40, TDLC-300ns, 1T2R
	(b). TBS=60, TDLC-300ns, 1T2R
	(c). TBS=75, TDLC-300ns, 1T2R


Figure A5   BLER performance employing ESE in conjunction with multi-layer
A4 OMA Performance Calibration
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps842A.tmp.png]
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps844A.tmp.png]

	(a). TDLA-30ns, 1T2R
	(b). TDLC-300ns, 1T2R


Figure A6 OMA performance calibration
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