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This contribution summarizes companies’ views based on the contributions submitted to RAN1#94 meeting, on the receivers for NOMA study.
Companies' views
	Company
	Views

	Huawei
	· A block-MMSE has higher complexity than a chip-MMSE. It's difficult to have a flexible implementation on a common architecture that allows dynamic usage of both chip-wise MUD and block-wise MUD and block-MMSE.  
· Hybrid IC can take advantage of both pure soft and pure hard IC schemes and achieves the best performance with low-complexity implementations.
· Low latency can be achieved with parallelism.  
In the following table, complexity order of different MU detectors are listed

Table 2: Complexity comparison for different MU detectors
	MU Detector
	Order of Complexity
 (Major Operations)

	MPA
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsEADD.tmp.jpg]

	EPA
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsEAEE.tmp.jpg]

	MF ESE
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsEAFE.tmp.jpg]

	Chip-wise MMSE
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsEB0F.tmp.jpg]

	Block-wise MMSE
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	ZTE
	· [bookmark: _Ref521661096]MMSE-SIC receiver with minor receiver architecture impact can achieve additional performance improvement at moderate receiver complexity increase. 
· MMSE-ESE receiver has great receiver architecture impact and can achieve additional performance improvement with large receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.
· EPA receiver has great receiver architecture impact and can achieve additional performance improvement with huge receiver complexity/latency increase due to mandatory symbol-wise operations and numerous iterations.
· Min-sum decoder can be adopted in the evaluation of NOMA schemes as a unified decoder to facilitate complexity analysis.
· Jointly consider different modules of the receiver in the complexity analysis and strive to provide the analysis of overall complexity based on the same unit (e.g. complex multiplication)per RAN1 expertise.

Table 4-1 Complex increase of the receiver in terms of complex multiplications
	Receiver
#complex multiplications
	MMSE-IRC
	Enhanced MMSE-SIC
	Increase in percentage

	Detection
	31,008
	 65584 *1.3
	174.9%

	Decoding
	87,600
	87,600 *1.3
	30%

	Total
	118,608
	153184 *1.3
	67.9%


 
Table 4-2 Complexity of the receiver in terms of complex additions
	Receiver
#complex 
additions
	MMSE-IRC
	Enhanced MMSE-SIC

	Detection
	26952
	 71645 *1.3




	Vivo
	· Performance of different Tx schemes are compared under the same Rx complexity class.
·  Tx scheme performance comparison should mainly be based on MMSE-IRC considering the commercial interest of the industry.



	CATT
	· EPA-PIC has much lower complexity than MPA-PIC. For complexity comparison between block-wise MMSE-SIC and EPA-PIC, more details are needed.
· Both EPA-PIC and MMSE-SIC receivers are applicable to PDMA.
Table 1: Computation complexity per modulation symbol 
	Receiver algorithm
	Complexity order of number of multiplication
 (only dominant part  is considered)

	Block-wise MMSE-SIC with hard IC
	[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps3455.tmp.jpg]

	MPA-PIC with hybrid IC
	O(Iouter Iinner* Nr* L *Mds + Iouter *K*Cdec )

	EPA-PIC with hybrid IC
	O(Iouter Iinner* Nr*L *M*ds + Iouter *K*Cdec )




	LGE
	· PIC could be preferred when the amount of interference from each user is similar. On the other hand, SIC could be used in the case of interferers with different signal strength. In general, the SIC receiver, while saving hardware complexity, takes more processing time than the PIC receiver.
· Although many works to reduce the complexity have been proposed, the implementation of MPA is still complex.
· For more accurate analysis for the complexity of advanced receivers, the opinion of RAN 4 needs to be considered.
· The  receiver structure used in link level simulation for R1-180852 is shown in the following figure.
[image: ]

	Intel
	· Enhanced channel estimation algorithm should be studied for NOMA receivers. IC-based channel and data-aided estimation procedure shown in Figure 4 is provided for more robust channel estimation procedure.
[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wps88EE.tmp.png]
[bookmark: _Ref513467514]Figure 4. Structure of IC-based channel estimation
· For the analysis of the receiver complexity, component based complexity analysis is used
· Refer to the LTE NAICS work on complexity analysis
· Use the template given in Table 1 and Table 2
· Provide the supporting statistics for the complexity analysis, e.g., CDF for number of iterations.
[bookmark: _Ref521599211][bookmark: _Ref521599207]Table 1. Proposed template for the receiver complexity analysis
	COMPLEXITY ANALYIS FOR RECEIVER
	MMSE-IRC 
(Baseline)
	MMSE-SIC 
(See Figure 7)
	MMSE-MIC 
(See Figure 8)
	ESE

	CHE_TOT
	N_UE*CHE
	N_UE*CHE
	N_UE*CHE
	N_UE*CHE

	DET_TOT
	N_UE*MMSE_DET
	N_ITER*MMSE_DET
	N_ITER*MMSE_DET
	N_ITER*N_UE*ESE_DET

	DEC_TOT 
	N_UE*DEC
	N_ITER*DEC
	N_ITER*DEC
	N_ITER*N_UE*DEC

	ENC_TOT 
	N.A.
	(N_ITER-1)*ENC
	(N_SUC_UE-1)*ENC
	N.A.

	IC_TOT 
	N.A.
	(N_ITER-1)*INT_SUB
	(N_SUC_UE-1)*INT_SUB
	N.A.

	DMRS_DET_TOT 
	N_DMRS*DMRS_DEC
	N_DMRS*DMRS_DEC
	N_DMRS*DMRS_DEC
	N_DMRS*DMRS_DEC

	Others
	N.A.
	UE_SORT
	UE_SORT
	N.A.

	 
	 
	 
	 
	 

	TOTAL OVERALL COMPLEXITY
	CHE_TOTAL+DET_TOTAL+DEC_TOT+ DMRS_DET_TOT
	CHE_TOT+DET_TOTAL+DEC_TOT+ENC_TOT+IC_TOT+ DMRS_DET_TOT +UE_SORT
	CHE_TOT+DET_TOTAL+DEC_TOT+ENC_TOT+IC_TOT+ DMRS_DET_TOT +UE_SORT
	CHE_TOT+DET_TOTAL+DEC_TOT+ DMRS_DET_TOT

	ADDITIONAL NOTE 
	 
	N_ITER <= N_UE : iteration stops when decoding fails for any UE
(See Figure 6)
UE_SORT: UE sorting by SINR
	N_UE<=N_ITER << N_UE*(N_UE+1)/2
(See Figure 6)
N_SUC_UE: Number of successfully decoded UEs (N_SUC_UE<=N_UE)
UE_SORT: UE sorting by SINR
	N_ITER is fixed, e.g., 6


 
[bookmark: _Ref521599225]Table 2. General notations of components for receiver complexity analysis
	Notation

	 

	CHE_TOT = channel estimation 

	DET_TOT = symbol detector 

	DEC_TOT = Decoding

	IC_TOT = Interference cancelation

	DMRS_DEC_TOT = DMRS detection

	 

	MMSE_DET = Symbol detection by MMSE

	ESE_DET = symbol detection by ESE

	DEC = codeword decoding per user

	ENC =  codeword encoding per user

	CHE = channel estimation per user

	INT_SUB = Subtraction of Interference per user

	DMRS_DEC = DMRS detection per user

	 

	N_UE = number of multiplexed UE

	N_DMRS = number of DMRS ports

	N_ITER = number of iterations, if iterative receiver is used


 

	Samsung
	· The sparsity can provide significantly complexity reduction to Chip-by-Chip MAP receivers.
· ESE detector with low complexity can approach the performance of MPA detector at low coding rate region, and could be the good candidate detector for low coding rate based NOMA schemes.
· MMSE-SIC is also a low complexity detector capable for NOMA multi-user detection, but error propagation may limit the performance in practice, especially for large number of multiplexed user.
· Both complexity and BLER performance should be considered when study the receivers for NoMA.
· In addition to the complexity of detectors, other factors should also be considered for the overall receiver complexity. For example, those factors can include the number of LDPC decoders used for one outer iteration, the number of outer iterations, the complexity introduced by interleaver/scrambler, and etc.
· Delay: As analyzed above, the delay of SIC receiver is naturally expected to be larger compared with that of PIC receiver, since usually more outer iterations are required.
· High-level study on complexity order in RAN1 is preferred.

	Nokia
	· The overall computational complexity is a good indication of the latency at a constant receiver size.
· The overall computation complexity depends on the complexity of each functional block of the receiver, the number of iterations and number of users processed per iteration.
· For computational complexity analysis of the receiver for different NOMA schemes use Table 1.
[bookmark: _Ref521333113]Table 1: Computation complexity matrix.
	
	NOMA Reception Scheme 1
	NOMA Reception Scheme 2

	Detector CC*
	
	

	Detector Memory 
	
	

	Decoder CC*
	
	

	Decoder Memory
	
	

	IC CC*
	
	

	IC Memory
	
	

	DMRS/Preamble*** CC*
	
	

	DMRS/Preamble*** Memory
	
	

	Number of Iterations**
	
	

	Overall Complexity
	
	


*CC: Computational complexity in number of operations per execution of each block. If the computation complexity changes between iterations, as the processed user count changes, an average value is used.
**Number of Iterations: Average number of iterations per user to achieve target BLER
***DMRS/Preamble: This includes user detection and channel estimation 
Overall complexity: Total computation complexity, taking into account number of iterations and number of users per iteration.
· [bookmark: _Ref521339924] Use parameters in Table 2 for computation complexity evaluation assuming eMBB user.
Table 2: NOMA system parameters for computational complexity evaluation.
	Number of UEs
	Number of Rx ports
	TBS
	Target BLER
	Channel Model

	12
	4
	20
	10%
	TDL-C 300ns


· The number of iterations and number of users per iteration determine the overall performance of the receiver.
· For MMSE-based hard IC receiver with K UEs, the memory required to store the received data and channel estimates is   complex value, where a complex value can be a 16-bit real quality and a 16-bit imaginary quantity.
· Computation complexity of an MMSE-based hard IC receiver are shown in the following tables.
Table 3: Computational complexity of MMSE detector.
	Function
	Complex Operations

	
	

	
	

	
	 

	Total
	



[bookmark: _Ref521418296]Table 4: LDPC decoder computation complexity.
	
	LDPC (Sum-Product) [9]
	LDPC (min-sum) [9]

	Additions
	Imax*(2*N*dv + M*(2*dc-1))
	Imax*(2*N*dv + 2M)

	MAX process/ Comparison
	NA
	Imax* (2*dc-1)*M

	Look-up-table operations
	Imax*M*dc
	NA



Table 5: Interference Cancellation computational complexity
	Operation
	Complex Multiplication or Addition
	Look-up-table or memory access

	Modulation and signal reconstruction per UE per iteration
	
	 (modulation)
 (channel estimates)

	Interference subtraction per UE iteration
	
	 (Rx data read/write)





	Ericsson
	· Additional complexity metrics based on medium-level composite operation counts should be considered for different receiver designs.
· Furthermore, gNB system architecture impact of scheduling and allocating access to different functional blocks, e.g. HW accelerators for channel decoding and possible other functions, is highly dependent of the chosen receiver structure. For example, multi-user detection relying on repetitive iterative decoding of users and information exchange between the processes may necessitate a substantially different HW architecture compared to a baseline receiver.
· The candidate schemes and their associated receiver structures should be evaluated in terms of their incremental complexity over a baseline receiver.
[image: TableE.JPG]
· A symbol or codeword level MMSE-SIC receiver proportionally increases the computational complexity for demodulation and combining by approximately factor of K
· A symbol-level MMSE SIC receiver has the same number of FEC decoding operations as for L-MMSE receiver.
· A CW-level MMSE SIC increases the number of FEC decoding operations compared to an L-MMSE receiver by a factor of K.
· An iterative symbol and CW level receiver proportionally increases computational effort for demodulation and combining by approximately a factor of J*K compare to a L-MMSE receiver
· An iterative symbol level receiver increases the number of FEC decoding operations compared to a L-MMSE receiver by a factor of K.
· An iterative CW-level receiver increases the number of FEC decoding operations compared to a L-MMSE receiver by a factor of approximately JK.

	Receiver Type
	Latency

	L-MMSE
	T_combine_demod + T_decode

	Symbol-level MMSE-SIC 
	K*T_combine_demod + T_decode

	Codeword level MMSE-SIC 
	K*(T_combine_demod + T_decode)

	Symbol-level Iterative MMSE
	J*K*T_combine_demod + T_decode

	CW-level Iterative MMSE
	J*K*(T_combine_demod + T_decode)



· MMSE-SIC complexity scales with K
· Iterative MMSE-SIC complexity scales with J*K 
· Latency for demodulation and combining scales with K for MMSE-SIC, and with J*K for iterative receivers.
· Decoding latency scales with K for CW level MMSE-SIC, and with J*K for iterative CW level receivers, whereas the symbol level MMSE-SIC and iterative symbol level MMSE-SIC do not increase decoding latency
· The LDPC configurations considered for complexity analysis should focus on min-sum based decoder implementations.



	AT&T
	· Since the performance of MMSE receiver is well studied, we prefer this should be benchmark or the lower bound for NOMA performance.   In this receiver, the MMSE/MMSE-IRC detector estimates the interference due to other UEs and use this metric in filter weight computation. 
· RAN1 should study receiver structures with performance close to MAP receivers for NOMA applications without interference cancellation


	InterDigital
	· In IDMA MUD algorithm, most of the operations can be performed on a chip-by-chip basis. 
· In IDMA MUD, the complexity cost per information bit per user is independent from the number of users.
· The scope of the complexity analysis should be constrained to estimating complexity of core detector block (ESE, EPA, etc.) and number of outer loops. As such, the complexity of the FEC decoding is not relevant as it is a basic NR function.  
[image: 捕获2.JPG]
· Table 1 summarizes the overall complexity of an IDMA receiver. In estimating the complexity of a receiver.
· The scope of the complexity analysis should be constrained to estimating complexity of core detector block (ESE, EPA, etc.) and number of outer loops. As such, the complexity of the FEC decoding is not relevant as it is a basic NR function.  


	NTT DOCOMO
	· The complexity of MMSE-SIC, EPA, MF/ESE and MMSE/ESE receiver are summarized in Table 1.
· The differences between the complexity of MMSE-SIC, EPA and ESE include the number of outer iterations[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsAD88.tmp.png] and the spreading factor, etc. For example, EPA and ESE usually assume[image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsED03.tmp.png], while MMSE-SIC usually considers [image: C:\Users\10217598\AppData\Local\Temp\ksohtml\wpsED14.tmp.png] or slightly larger than 1. This will induce large difference of decoding complexity.
· When comparing complexity of NOMA receiver, the number of iteration should be taken into account.
· MMSE-SIC receiver should be considered as a baseline for performance comparison of NOMA schemes.
[image: 捕获.JPG]

	KDDI
	· RAN1 should set a target performance to evaluate the receiver complexity for fair comparison.
· Receiver evaluation relating to complexity should be based on the mMTC scenario as the first priority.
· It seems that the implementation scale of the receiver may depend on the condition with the highest complexity, and the evaluation should be based on mMTC scenario of which the assumed number of UEs is expected to be larger.
· In Case 2 and cases with much longer timing offset, receiver requires following additional signal processings which are not required for synchronous transmission.
· Multiple FFT timing decision
· Multiple timing FFT and multi-user detection corresponding to each FFT timing
· Furthermore, in this situation, some types of interference should be additionally considered. 
· Performance evaluation for asynchronous transmission should take the additional signal processing into account, such as multiple FFT timing decision, multiple timing FFT, multi-user detection for each FFT timing and interference mitigation among different FFT timings, and should clarify the effectiveness from the aspects of performance gain by neglecting TA procedure and receiver complexity.
· For asynchronous transmission, effect of interference from asynchronous UEs to UEs for synchronous transmission including grant-based access which are simultaneously operated in the same system bandwidth should be evaluated.


	Qualcomm
		MU Detector
	Computation Complexity

	ESE
	

	LMMSE
	


(MUD & LDPC decoding complexity per outer iteration) × (# of outer iteration for IC)

· Consider at least NOMA receivers described above should be considered in the study of NOMA schemes.
· Companies should provide NOMA transmitter and receiver schemes for both CP-OFDM and DFT-s-OFDM waveforms.
· Companies should provide NOMA transmitter and receiver schemes for both synchronous and asynchronous transmission.
· Linear multi-user detectors (LMMSE/ESE/MF) have much lower complexity compared to non-linear multi-user detectors (MPA/MAP).
· Transmitter/Receiver complexity and memory requirement should be considered in evaluating NOMA schemes’ performances. Receiver complexity can be measured by counting the number of add/sub/mul/div required for each multi-user detector.
· Companies should provide receiver and transmitter computational complexity and memory requirement analysis for the proposed NOMA schemes.



Proposals
Among the contributions, [6,8,9] presented their views on the template to capture complexity/memory/latency analysis. [1-9][11,12,14] provided preliminary complexity analysis on the receiver complexity. [2,8,13] mentioned their considerations on a simulation case to perform detailed complexity analysis and the conversion ratio between different operations. [2,9] propose to focus on min-sum based implementations in the evaluation of complexity analysis.
Based on the company's views listed in the above table and the agreement reached in RAN1 #93 meeting, the following proposals are made.
Proposal 1:
· Perform computation complexity analysis based on a component-wise quantification on arithmetic operations(add/sub/mul/div), where components include
· MU Detector
· Decoder
· IC module
· FFS the methodology or template of latency/memory analysis in the receiver.
· To assume scaled min-sum for belief metric update in the decoder for computation complexity analysis and the evaluation of NOMA schemes.

Proposal 2: 
· Adopt the following table for computation complexity analysis of the receiver. 
Table I	Template of Receiver Computation Complexity breakup 
	 
Receiver type
Computation in 
number of usages


Receiver Component 
and Operations
	
	
	

	Detector

	UE detection and channel estimation
	
	
	

	
	Rx combining, if any
	
	
	

	
	Covariance matrix Calculation, if any
	
	
	

	
	Demodulation weight Computation, if any
	
	
	

	
	UE ordering, if any
	
	
	

	
	Demodulation, if any
	
	
	

	
	Soft information generation, if any
	
	
	

	
	Soft symbol reconstruction, if any
	
	
	

	
	Message passing, if any
	
	
	

	
	Others
	
	
	

	Decoder
	LDPC decoding
	
	
	

	IC
	Symbol reconstruction(Including FFT operations for DFT-S-OFDM waveform), if any
	
	
	

	
	LLR to probability conversion, if any
	
	
	

	
	Interference cancellation
	
	
	

	
	Others
	
	
	


To further check the rows, e.g., each function unit in each major module, of the above table as well as the table provided by Ericsson, and add or revise the rows if necessary. 
· Companies are encouraged to provide the computation complexity of function units which can be taken into account in order to calculate the total computation complexity of NOMA receiver. Latency analysis to be captured in a different table.


Proposal 3:
· Computation complexity as a function of one or multiple of the following supporting variables can be reported as the starting point.
· Iit: number of  inner/outer iterations, 
· L: spreading factor,
· Nrx: number of receive antennas,
· P: number of PRBs,
· K: number of UEs,
· Message passing related variables, 
· dv: the number of VN connected to one FN,  
· dc: the number of FN/RE connected to one VN/user
· M: modulation order/number of constellation for modified modulator
· Nb: number of branches,
· Waveform
· Other receiver complexity related variables/optimization considerations
· FFS additional complexity metrics considering implementation and processing impact.
· FFS the receiver complexity/memory/latency analysis should be performed in terms of increment over a baseline receiver.


Proposal 4:
Choose (a) typical simulation case(s) to perform detailed complexity analysis from the LLS simulation setting.  
Option 1: 
	Number of UEs
	Number of Rx ports
	TBS
	Target BLER
	Channel Model

	12
	4
	20
	10%
	TDL-C 300ns



Option 2: 
	Number of UEs
	Number of Rx ports
	TBS
	Target BLER
	Channel Model

	12
	2
	20
	10%
	TDL-C 300ns



Option3: Other(s)

Proposal 5:
· In the computation complexity analysis, convert the different arithmetic operations into a single unit, where
the conversion ratio between complex multiplication and complex addition is 
· Option 1  10:1
· Option 2  1:1
· Option 3  Other(s)
and the conversion ratio between real multiplication and addition is [6:1]



Any comments?
	Company
	View
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Appendix 1 Agreements on receiver for NOMA
RAN1 #92bis meeting
Agreement:
Adopt Figure 1 as the general block diagram of multi-user receiver for UL data transmissions.
· The algorithms for the detector block (for data) can be e.g. MMSE, MF, ESE, MAP, MPA, EPA.
· The interference cancellation can be hard, soft, or hybrid, and can be implemented in serial, parallel, or hybrid.
· Note: the IC block may consist of an input of the received signal for some types of IC implementations.
· The interference cancellation block may or may not be used.
· Note: if not used, an input of interference estimation to the decoder may be required for some cases.
· The input to interference cancellation may come directly from the Detector for some cases.
[image: ]
Figure 1 A high-level block diagram of multi-user receiver





Agreement:
· In performing performance evaluation, companies should provide analysis of receiver complexity. Particularly (with details FFS):
· Detector complexity 
· Decoding complexity
· Interference cancellation complexity, if any
· Number of iteration(s), if any
· Other receiver optimization, if any
· Complexity for the preamble/DMRS detection
· Memory requirements
· Latency
· FFS which simulation cases to be selected for evaluation
· Discuss further next meeting potential template capturing the complexity analysis, especially regarding the level of details in the analysis
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