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1 Introduction
In RAN1#93 meeting, the aspect of receiver complexity has been agreed [1]. 
	Agreements:
· In performing performance evaluation, companies should provide analysis of receiver complexity. Particularly (with details FFS):
· Detector complexity 
· Decoding complexity
· Interference cancellation complexity, if any
· Number of iteration(s), if any
· Other receiver optimization, if any
· Complexity for the preamble/DMRS detection
· Memory requirements
· Latency
· FFS which simulation cases to be selected for evaluation
Discuss further next meeting potential template capturing the complexity analysis, especially regarding the level of details in the analysis


In this contribution, we show analysis and comparison of different types of receivers.
2 [bookmark: _Ref505695213]Receiver structures
The high-level block diagram of multi-user receiver is shown in Fig. 1.
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Figure 1 A high-level block diagram of multi-user receiver
Generally, three main data processing units are needed for multi-user receiving, detector, decoder and interference cancellation. The complexity impact form all these three unites needed to be considering when comparing the complexity of different types of receivers.
In this Section, we show the structures of three main types of NOMA receiver, MMSE-SIC, EPA and ESE. 
2.1 [bookmark: _Ref505693858]MMSE-SIC receiver
The structure of MMSE-SIC receiver is provided in Figure 2, where users are firstly ordered based on given principles such as received power or SINR. Then, the signals of multiple users are detected and cancelled from the received signals successively based on the order. 
To further improve the performance of SIC receiver, some enhanced SIC receiver such as SIC receiver with CRC check and SIC receiver with outer iteration are proposed. For SIC receiver with CRC check, the detected signals are cancelled from the received signal only if the CRC check is correct. If CRC check is wrong, the detected signals are not cancelled and are considered as interference for the detection of the remaining users. With such outer iterations, signals of failed users will be detected again in the next iteration [2].
The performance of SIC receiver can be also enhanced by introduce large power difference between different users.


[bookmark: _Ref505626176]Figure 2 Illustration of typical MMSE-SIC receiver
2.2 EPA receiver
Expectation propagation algorithm (EPA) receiver is a simplified version of message passing algorithm (MPA) receiver. The signals of multiple users are detected jointly by EPA receiver. The structure of MPA/EPA receiver is provided in Figure 3, where function node (FN) denotes resource element (RE) and variable node (VN) denotes UE or data layer. MPA/EPA receiver is performed based on the tanner graph constructed by the codebook and the FN and VN connecting in the tanner graph makes a FN-VN pair. The message passes and updates between FN-VN pairs. After enough iterations of message updates at FNs and VNs, the log-likelihood-ratio (LLR) for coded bits is calculated and outputs at the VN, and is used as LLR input for the decoder.
MPA receiver can achieve close to maximum likelihood (ML) performance, while its complexity can be reduced greatly compared to ML receiver thanks to sparse mapping. Nonetheless, MPA receiver still consumes very high complexity, which increases exponentially with the number of users. 
To reduce the complexity, EPA receiver employs complex Gaussian distribution to approximate the message update function in MPA and only the mean and variance of complex Gaussian distribution need to be computed, passed and updated at each iteration, which reduces the exponential complexity to linear complexity [3].


[bookmark: _Ref505677522]Figure 3 Illustration of MPA/EPA receiver
2.3 ESE receiver
The general structure of 3rd type receiver is provided in Figure 4, where πk and π-1k denote interleaver and deinterleaver of user k, respectively. The detailed algorithm of ESE was discussed in [4]. The signals of multiple users are detected together and the detected results for each user are used for further decoding. Generally, multiple iterations are required for ESE receiver. Because that the elementary signal estimator is not optimized for interference cancellation, and the decoders play a main role for interference cancellation. The elementary signal estimator has to use the external information to output a more reliable detected results, such that information must be exchanged between elementary signal estimator and decoder several times.


[bookmark: _Ref505684968]Figure 4 Illustration of Soft-IC receiver
3 Complexity comparison
The receiver complexity is depended on the receiver type and the parameters used such as the iteration number. In the following, we analyze the complexity of the receiver candidates in Section 2.
3.1 [bookmark: _GoBack]Complexity of MMSE-SIC receiver







Assume K users transmit at the same NRE resources with spreading factor SF, and there are NRx receive antennas at the base station. The signals of K users are detected one by one based on the order. The estimated signal for the i-th modulated symbol of the user in the a-th step is, where  denotes the channel matrix of the users in a-th step,  denotes the channel matrix of K-Ks,a users to be detected and Ks,a denotes the number of users being successfully detected before the a-th step. It should be noted that based on the lemma of matrix inversion, , which indicates that the complexity of matrix inversion in MMSE detector depends on .The number of modulated symbols in the allocated bandwidth is NRE/SF, i.e., the computation of  should be repeated by NRE/SF times. Then, the complexity of MMSE MUD at the a-th step can be computed as:




The complexity of DEC at the a-th step can be approximated as , where ADEC,inner is the number of iterations in FEC decoder,  is the modulation order.  denotes the number of coded bits, and  is the DEC complexity at each inner iteration [5].
Then the overall complexity of MMSE-SIC receiver can be expressed as:




Where  denotes the average number of outer iteration in enhanced MMSE-SIC receiver. It should be noted that for conventional MMSE-SIC,  holds.
3.2 Complexity of EPA receiver







[bookmark: OLE_LINK1][bookmark: OLE_LINK2]As discussed in Section 2.2, the inner iteration of EPA includes message (mean and variance of Gaussian distribution) update at FN and VN nodes. Therefore, the complexity of EPA receiver also depends on FN and VN updates. When chip-by-chip MMSE is employed at FN node as shown in [6], the complexity of FN updates is dominated by matrix inversion, i.e., , where  and denote the number of inner iterations in EPA and the number of outer iterations between MUD and DEC, respectively. For VN update, the complexity is dominated by the mean and variance computation based on the probability of all constellation points, i.e.,  , where  is the number of connected users at each subcarrier. For sparse RE mapping, , while  for full RE mapping.

[bookmark: OLE_LINK4][bookmark: OLE_LINK5]Then, the complexity of EPA is . Further considering the complexity of DEC, the overall complexity of EPA can be expressed as:


3.3 Complexity of ESE receiver
There are two types of ESE receiver, i.e., ESE based on matched filter (MF) dispreading (MF/ESE) and ESE based on MMSE dispreading (MMSE/ESE) as shown in [7]. 


For MF/ESE receiver, de-spreading and MIMO equalization are firstly carried out at symbol-level with MF before ESE, whose complexity is . Then, chip-by-chip ESE detection is carried out for each modulated symbol. Considering that ESE is equivalent to the EPA with 1 inner iteration and no MMSE equalization in ESE, the complexity becomes .

For MMSE/ESE receiver, de-spreading and MIMO equalization are carried out by MMSE algorithm before ESE, whose complexity is . 
Further considering the complexity of DEC, the total complexity of MF/ESE and MMSE/ESE receiver are

MF/ESE: 

MMSE/ESE: 
The complexity of MMSE-SIC, EPA, MF/ESE and MMSE/ESE receiver are summarized in Table 1.
Table 1 Complexity of advanced receivers
	Algorithm
	Complexity of MUD
	Complexity of DEC

	MMSE-SIC
	

	


	EPA
	

	


	MF-based ESE
	

	


	MMSE-based ESE
	

	




The differences between the complexity of MMSE-SIC, EPA and ESE include the number of outer iterations and the spreading factor, etc.


For example, EPA and ESE usually assume, while MMSE-SIC usually considers  or slightly larger than 1. This will induce large difference of decoding complexity.


Besides, for NOMA scheme without spreading, e.g., bit-level interleaving/scrambling, the number of coded bits is  , which will consume higher complexity of decoding than NOMA with spreading (number of coded bits is ).
On the other hand, as a main parameter in the receiver, the iteration loop and the number of iteration should also be considered. For different types of receivers, the required iteration number to achieving BLER target may be different. In Fig. 5, we provide the performance of MMSE-SIC, EPA and ESE receivers in the case of 12 users, ideal channel estimation and TBS 40 bytes. It can be found that MMSE-SIC with 1 outer iteration (i.e., conventional MMSE-SIC) and 1.1 outer iteration[footnoteRef:2] (i.e., enhanced MMSE-SIC [2]) can both achieve 0.1 BLER target. iteration number of MMSE-SIC. Larger number of outer iterations is required by EPA, which is 3 or 4 as shown in Fig. 5 to achieve 0.1 BLER. In contrast, ESE receiver requires more outer iterations (at least larger than 4) to achieve 0.1 BLER. We can conclude that EPA and ESE receivers require larger number of outer iterations than MMSE-SIC to achieve similar performance.  [2:  This is the average number of outer iteration obtained by firstly recording the total number of decoding and then dividing the total number of decoding by UE number and frame number in the link-level evaluation in Fig. 5.] 

[image: ]
Figure 5. Performance of MMSE-SIC, EPA and ESE with different number of iterations
[image: ]
Figure 6 Complexity of MMSE-SIC, ESE and EPA versus Modulation order
The complexity orders of MMSE-SIC, EPA and ESE with the number of iterations in Fig. 5 can be calculated based on Table 1 and are provided in Fig. 6. It should be noted that the spreading factor is 1 for ESE and 4 for MMSE-SIC and EPA. We can find that at similar BLER performance, the complexity of EPA and ESE receiver is much higher than MMSE-SIC receiver. Besides, the gap between ESE and MMSE-SIC increases with the modulation order.
Proposal 1: When comparing complexity of NOMA receiver, the number of iteration should be taken into account.
As the simplest type of advanced receivers, MMSE-SIC receiver has been well studied and is suitable for all existing NOMA schemes and could be implemented at the gNB easily. Therefore, MMSE-SIC receiver can be used as a baseline for performance comparison of NOMA schemes. Enhanced receiver design for specific NOMA scheme can be evaluated at the cost of higher complexity.
Proposal 2: MMSE-SIC receiver should be considered as a baseline for performance comparison of NOMA schemes.
4 Conclusion
In this contribution, we discussed the receiver candidates for uplink NOMA and the comparison metrics for receiver design. According to the discussions, we have following proposals:
Proposal 1: When comparing complexity of NOMA receiver, the number of iteration should be taken into account.
Proposal 2: MMSE-SIC receiver should be considered as a baseline for performance comparison of NOMA schemes.
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