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1 Introduction
[bookmark: _Ref178064866]3GPP has as part of the Study Item on Self Evaluation towards IMT-2020 Submission [1] agreed to “Provide self evaluation results against technical performance requirements for mMTC as per defined in Report ITU-R M.[IMT-2020. TECH PERF REQ]  [RAN1, RAN2], including Connection density”.
A submission time plan has also been agreed [2] where the 3GPP meetings for submission of description and compliance templates according to report IMT-2020.SUBMISSION [3] are set. The Compliance template for technical performance contains the minimum technical performance requirement item Connection density. To fulfil this requirement 3GPP must show that it’s candidate Radio Interface Technologies (RITs) submitted to ITU‑R supports a connection density of 1 000 000 devices per km2. The evaluation is to be performed in accordance to test environment Urban Macro-mMTC as described in report IMT-2020.EVAL [4].
In this contribution, we present results on Connection Density for NR, for LTE Bandwidth reduced Low complexity (BL) UEs operating in Coverage Enhanced (CE) modes A and B, and for NB-IoT. The LTE BL/CE operation is hereafter referred to as LTE-M operation. It is shown that NR, LTE-M and NB-IoT meets the IMT-2020 requirement and should be part of the 3GPP submission to ITU-R. 
The contribution also presents the connection density requirement definition and the full buffer system simulation procedure that is followed in this contribution. 
2 IMT-2020 Connection density
2.1 Requirement definition
The connection density requirement requires a RIT to provide a certain Quality of Service (QoS) to 1 000 000 devices per km2 at a grade of service (GoS) of 99 percent. Service is considered provided when a message latency of less than 10 seconds is supported for a user attempting to send an uplink data packet of 32 bytes defined at layer 2. Besides the supported connection density, it is encouraged to report the connection efficiency which is defined as the connection density normalized by the required system bandwidth.
[bookmark: _Toc498687117][bookmark: _Toc499802312]The connection density requirement requires 99% grade of service where acceptable quality of service is defined by a message latency of 10 seconds or less.
2.2 System simulation procedures 
Report IMT-2020.EVAL [4] outlines two system simulator procedures for evaluating connection density. The first is a non-full buffer system level simulation that requires a state of the art system simulator to perform the evaluations. The second approach is for a full buffer system simulation that allows input based on a more rudimentary system simulator combined with post processing supported by link level simulations. In this paper, we have followed the full buffer approach which is described in detail by the below table. We provide input for the non-full buffer methodology in [6].
Table 1 Full buffer system level simulation procedure [4].
[image: ]
2.3 Test environment 
2.3.1 System level
Report IMT-2020.EVAL specifies the test environment to be used in the first step of the evaluations according to Table 2 below. The simulations presented in this contribution are to a large extent following this set of assumptions. Further detailed assumptions are outlined in section 3.
[bookmark: _Ref494315436]Table 2: Urban Macro-mMTC test environment definition [4].
	Parameters
	Config. A
	Config. B

	Carrier frequency for evaluation
	700 MHz
	700 MHz

	BS antenna height
	25 m
	25 m

	Total transmit power per TRxP
	46 dBm for 10 MHz bandwidth
	46 dBm for 10 MHz bandwidth

	UE power class
	23 dBm
	23 dBm

	Percentage of high loss and low loss building type 
	20% high loss, 80% low loss  
Note: Applies only to Channel model B. 
	20% high loss, 80% low loss  
Note: Applies only to Channel model B.

	Inter-site distance
	500 m
	1732 m

	Number of antenna elements per TRxP
	Up to 64 Tx/Rx
	Up to 64 Tx/Rx

	Number of UE antenna elements 
	Up to 2 Tx
Up to 2 Rx
	Up to 2 Tx
Up to 2 Rx

	Device deployment
	80% indoor, 20% outdoor
Note: Randomly and uniformly distributed over the area
	80% indoor, 20% outdoor
Note: Randomly and uniformly distributed over the area

	UE mobility model
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.
	Fixed and identical speed |v| of all UEs of the same mobility class, randomly and uniformly distributed direction.

	UE speeds of interest
	3 km/h for indoor and outdoor
Note: Corresponds to 2 Hz Doppler
	3 km/h for indoor and outdoor
Note: Corresponds to 2 Hz Doppler

	Inter-site interference modeling
	Explicitly modelled
	Explicitly modelled

	BS noise figure
	5 dB
	5 dB

	UE noise figure
	7 dB 
	7 dB 

	BS antenna element gain
	8 dBi
	8 dBi

	UE antenna element gain
	0 dBi
	0 dBi

	Thermal noise level
	-174 dBm/Hz
	-174 dBm/Hz

	Traffic model
	With layer 2 PDU(Protocol Data Unit) message size of 32 bytes:
1 message/day/device
or
1 message/2 hours/device
Note: Not modelled in the Full buffer system level simulation.
	With layer 2 PDU(Protocol Data Unit) message size of 32 bytes:
1 message/day/device
or
1 message/2 hours/device
Note: Not modelled in the Full buffer system level simulation.

	Simulation bandwidth
	Up to 10 MHz
	Up to  50 MHz

	UE density
	For full buffer system level simulation followed by link level simulation, 10 UEs per TRxP for SINR CDF distribution derivation
	For full buffer system level simulation followed by link level simulation, 10 UEs per TRxP for SINR CDF distribution derivation

	UE antenna height
	1.5 m
	1.5 m



2.3.2 Link level
The second step of the full buffer evaluation requires link level evaluations. The link level assumptions for the Urban Macro-mMTC test environment presented in the below table.
[bookmark: _Ref510551655]Table 3: Urban Macro-mMTC link level definition [4].
	Parameters
	Configuration

	Evaluated service profiles
	Full buffer best effort

	Simulation bandwidth
	For ISD = 500 m, up to 10 MHz; 
For ISD = 1732 m, up to 50 MHz

	Number of users in simulation
	1

	Packet size
	32 bytes at Layer 2 PDU

	Inter-packet arrival time
	1 message/day/device
or
1 message/2 hours/device

	Link level Channel model
	NLOS: TDL-iii
LOS: TDL-v
Note: Only NLOS is evaluated. 

	Delay spread 
	363.1 ns



[bookmark: _Ref494454610]3 Simulation configurations
Table 4 presents the herein investigated NR, LTE-M and NB-IoT system level configurations, that overrides or comes in addition to those presented in Table 2. 
[bookmark: _Ref494630826]Table 4: System level simulation configuration.
	Parameter
	NR
	LTE-M
	NB-IoT

	System bandwidth
	180kHz
	180kHz
	180 kHz

	BS transmit power per PRB
	29 dBm

	Number of BS antenna elements per TRxP
	16 Tx/Rx, (M,N,P,Mg,Ng) = (8,1,2,1,1), (dH,dV) = (N/A, 0.8)λ
+45°, -45° polarization [5]

	Number of TXRU per TRxP
	2 TXRU, (Mp,Np,P,Mg,Ng) = (1,1,2,1,1) [5]

	Number of UE antenna elements 
	1Tx/Rx
0° polarization [5]

	Number of TXRU per UE
	1 TXRU [5]

	UE antenna element pattern
	Omni-directional [5]

	Channel model variant
	Alt. 1: Channel model A
Alt. 2: Channel model B

	TRxP per site
	3 [5]

	Mechanic tilt 
	90° in GCS (pointing to horizontal direction)

	Electronic tilt
	99° for configuration A
93° for configuration B

	Handover margin (dB)
	2 dB

	TRxP boresight
	30 / 150 / 270 degrees [5]
[image: ]

	UT attachment
	Based on RSRP (formula (8.1-1) in TR36.873) from port 0 [5]


	Wrapping around method
	Radio distance-based wrapping

	Minimum distance of TRxP and UE
	10 m [5]

	Polarized antenna model
	Model-2 in TR36.873 [5]

	System layout
	7 sites, 3 sectors per site

	UL Power control SINR target
	3 dB
	3 dB
	Config A: 10 dB
Config B: 3 dB



Table 5 presents the investigated NR, LTE-M and NB-IoT link level configurations, that overrides or comes in addition to those presented in Table 3.
[bookmark: _Ref510551641]Table 5: Link level simulation configuration.
	Parameter
	NR
	LTE-M
	NB-IoT

	Physical channel
	PUSCH
	PUSCH
	NPUSCH F1

	Channel bandwidth
	180 kHz
	180 kHz
	15 kHz

	Subcarrier spacing
	15 kHz
	15 kHz
	15 kHz

	TBS
	32, 42, 48, 64, 80, 104, 144, 168, 184 bits
	144, 256 bits
	256 bits

	Modulation
	QPSK
	16QAM/QPSK
	QPSK

	# Resource units
	-
	-
	2, 3, 4, 5, 6, 8, 10 

	# Repetitions
	-
	1, 2, 4, 8, 16, 32
	1, 2, 4, 8, 16

	HARQ
	No
	No
	No

	Scenario
	Sensitivity limited
	Sensitivity limited
	Sensitivity limited

	Channel estimation
	Realistic
	Realistic
	Realistic

	SNR range
	-15…15 dB
	-15…15 dB
	-15…15 dB



4 Connection density evaluation
[bookmark: _Ref510556690]4.1 Full buffer system level performance
Figure 1, Figure 2 and Figure 3 presents the UL SINR distributions required in Step 1 in the Full buffer system level simulation. The NR and LTE-M distributions are identical due to the similar channel bandwidth and uplink power control target. 
[image: ]
[bookmark: _Ref510553948]Figure 1 NR UL SINR CDFs.

[image: ]
[bookmark: _Ref510553954]Figure 2 LTE-M UL SINR CDFs.
[image: ]
[bookmark: _Ref510553956]Figure 3 NB-IoT UL SINR CDFs.
[bookmark: _Ref510556694]4.2 Full buffer link level performance
Figure 4 presents the LTE-M, NR and NB-IoT UL link spectral efficiencies required in Step 2 in the Full buffer evaluation methodology. The SNR is defined for 15 kHz in the case of NB-IoT and 180 kHz for LTE-M and NR.
For NB-IoT up to 16 repetitions was simulated to reach adequate performance in the low SINR domain. A fixed TBS of 256 bits was simulated, which exactly matches the agreed packet size of 32 bytes. The configured TBS was transmitted over 1 Resource Unit (RU), mapped over 8 ms. This fact was used in the eNB channel estimator, where an 8 ms cross-subframe channel estimation was performed.
For LTE-M up to 32 repetitions were used. For the TBS of 256 bits 16QAM modulation is used which explains the high SPEFF for LTE-M at good SINRs. The QPSK TBS of 144 bits contributes to the LTE-M throughput envelope for SINR below 4 dB. For LTE-M channel estimation was performed on a per subframe basis. This explains why the LTE-M performance is slightly inferior to the NB-IoT performance for the SNR range below 5 dB.
For NR a range of TBSs up to size of 184 bits was simulated. This explains why the NR link adaptation curve is smoother than the LTE-M and NB-IoT curves. The limit of 184 bits also explains why the NR spectral efficiency flattens at 1 bit/s/Hz. Just as for LTE-M the NR channel estimation was performed on a per subframe basis. 
The performance difference shown in Figure 4 can partly be attributed to slightly different assumptions, e.g. in the channel estimation method, used when running the simulations for the three technologies. It should also be noticed that three different simulators were used to derive the results. 
[image: ]
[bookmark: _Ref510555153]Figure 4 LTE-M, NR and NB-IoT link spectral efficiency (SPEFF).
4.3 Performance
Based on the link and system level performance presented in sections 4.1 and 4.2 the performance shown in Table 6 and Table 7 were derived. The results are presented for a bandwidth of 180 kHz.
All three investigated solutions meet the IMT-2020 connection density target with margin. NB-IoT offers the highest capacity due to the support for sub-carrier UL scheduling which allows the system to operate at a higher SNR in certain scenarios. The difference in delay and capacity between LTE-M and NR can be explained by the link level performance difference shown in  Figure 4. 
[bookmark: _Ref510556868]Table 6 99th percentile delay D recorded in Step 3.
	
	Conf A, UMA A
	Conf A, UMA B
	Conf B, UMA A
	Conf B, UMA B

	NR
	0,008
	0,009
	0,101
	0,093

	LTE-M
	0,009
	0,010
	0,061
	0,057

	NB-IoT
	0,077
	0,090
	0,099
	0,126



[bookmark: _Ref510556872]Table 7 Connection density C recorded in Step 7.
	
	Conf A, UMA A
	Conf A, UMA B
	Conf B, UMA A
	Conf B, UMA B

	NR
	30 066 283
	29 844 621
	1 269 767
	1 575 368

	LTE-M
	25 674 701
	25 524 579
	1 231 947
	1 476 635

	NB-IoT
	46 058 578
	45 272 306
	2 237 326
	2 103 872



4.4 Text proposal to TR 37.910 v0.1.0
To capture the results presented in this paper we below make a text proposal for TR 37.910 v0.1.0 [7]. Text highlighted in yellow should be verified, and if needed updated before inserted in TR 37.910.
-----------------------------------------------------------Text start: TR 37.910 ---------------------------------------------------
[bookmark: _Toc500511339]7	Self evaluation of mMTC technical performance
[bookmark: _Toc500511340]7.1	Connection density
[bookmark: _Toc500511336]7.1.1	Full buffer evaluations
The IMT-2020 submission specifies two types of evaluation methods for the mMTC Connection Density performance metric. Here results are presented for the Full buffer methodology where the SINR statistics from a fully loaded system level simulator is weighted with simulated link level performance to determine the theoretically achievable system capacity and message latency. The evaluation framework followed in these evaluations is presented in [IMT-2020.EVAL].
Two 3GPP entities provided input for NR, for LTE Bandwidth reduced Low complexity (BL) UEs operating in Coverage Enhanced (CE) modes A and B, and for NB-IoT. The results are summarized in sections 7.1.1.1 to 7.1.1.3.
7.1.1.1	Link level performance
Figure F1 presents LTE, NB-IoT and NR uplink performance from one of the contributing 3GPP entities. In addition to the assumptions specified in [IMT-2020.EVAL] it was based on the link level assumptions summarized in Table T1.
Table T1. Link level simulation configurations.
	Parameter
	NR
	LTE
	NB-IoT

	Physical channel
	PUSCH
	PUSCH
	NPUSCH F1

	Channel bandwidth
	180 kHz
	180 kHz
	15 kHz

	Subcarrier spacing
	15 kHz
	15 kHz
	15 kHz

	TBS
	32, 42, 48, 64, 80, 104, 144, 168, 184 bits
	144, 256 bits
	256 bits

	Modulation
	QPSK
	16QAM/QPSK
	QPSK

	# Resource units
	-
	-
	2, 3, 4, 5, 6, 8, 10 

	# Repetitions
	-
	1, 2, 4, 8, 16, 32
	1, 2, 4, 8, 16

	HARQ
	No
	No
	No

	Scenario
	Sensitivity limited
	Sensitivity limited
	Sensitivity limited

	Channel estimation
	Realistic
	Realistic
	Realistic

	SNR range
	-15…15 dB
	-15…15 dB
	-15…15 dB



[image: ]
Figure F1. Link level performance.

7.1.1.2	System level statistics
Figure F2 to F4 presents LTE, NB-IoT and NR system level SINR statistics from one of the contributing 3GPP entities. In addition to the assumptions specified in [IMT-2020.EVAL] it was based on the system level assumptions summarized in Table T2.
Table T2. System level simulation configurations.
	Parameter
	NR
	LTE
	NB-IoT

	System bandwidth
	180kHz
	180kHz
	180 kHz

	BS transmit power per PRB
	29 dBm

	Number of BS antenna elements per TRxP
	16 Tx/Rx, (M,N,P,Mg,Ng) = (8,1,2,1,1), (dH,dV) = (N/A, 0.8)λ
+45°, -45° polarization [5]

	Number of TXRU per TRxP
	2 TXRU, (Mp,Np,P,Mg,Ng) = (1,1,2,1,1) [5]

	Number of UE antenna elements 
	1Tx/Rx
0° polarization [5]

	Number of TXRU per UE
	1 TXRU 

	UE antenna element pattern
	Omni-directional 

	Channel model variant
	Alt. 1: Channel model A
Alt. 2: Channel model B

	TRxP per site
	3 

	Mechanic tilt 
	90° in GCS (pointing to horizontal direction)

	Electronic tilt
	99° for configuration A
93° for configuration B

	Handover margin (dB)
	2 dB

	TRxP boresight
	30 / 150 / 270 degrees 
[image: ]

	UT attachment
	Based on RSRP (formula (8.1-1) in TR36.873) from port 0


	Wrapping around method
	Radio distance-based wrapping

	Minimum distance of TRxP and UE
	10 m [5]

	Polarized antenna model
	Model-2 in TR36.873 

	System layout
	7 sites, 3 sectors per site

	UL Power control SINR target
	3 dB
	3 dB
	Config A: 10 dB
Config B: 3 dB



[image: ]
Figure F2. NR UL SINR CDFs.

[image: ]
Figure F3. LTE UL SINR CDFs.
[image: ]
Figure F4. NB-IoT UL SINR CDFs.

7.1.1.3	Full buffer connection density performance
The full buffer connection density and message latency achieved, based on the evaluation framework and the simulated link and system level performance, are reported in Tables T3 and T4. The results are presented in ranges corresponding to the input presented by the contributing 3GPP entities. 
Table T3. 99th percentile message latency [s].
	
	Conf A, UMA A
	Conf A, UMA B
	Conf B, UMA A
	Conf B, UMA B

	NR
	0,008 - X 
	0,009 - X
	0,101 - X
	0,093 - X

	LTE
	0,009 - X
	0,010 - X
	0,061 - X
	0,057 - X

	NB-IoT
	0,077 - X
	0,090 - X
	0,099 - X
	0,126 - X



Table T4. Connection density [connections/km2].
	
	Conf A, UMA A
	Conf A, UMA B
	Conf B, UMA A
	Conf B, UMA B

	NR
	30 066 283 - X
	29 844 621 - X
	1 269 767 - X
	1 575 368 - X

	LTE
	25 674 701 - X
	25 524 579 - X
	1 231 947 - X
	1 476 635 - X

	NB-IoT
	46 058 578 - X
	45 272 306 - X
	2 237 326 - X
	2 103 872 - X




5 Conclusions
In this contribution, we have presented NR, LTE-M and NB-IoT IMT-2020 connection density performance for the full buffer evaluation procedure. It has been shown that all three technologies with margin meets the requirement of 1.000.000 devices/km2. A text proposal to TR 37.919 has been made to capture the presented results.
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Full buffer system-level simulation

Step 1:  Perform full-buffer system-level simulation using the evaluation parameters for Urban 

Macro-mMTC test environment, determine the uplink SINR

i

 for each percentile i=1…99 of 

the distribution over users, and record the average allocated user bandwidth W

user

.

In case UE multiplexing on the same time/frequency resource is modelled in this step, 

record the average number of multiplexed users N

mux

. N

mux

 = 1 for no UE multiplexing.

Step 2:  Perform link-level simulation and determine the achievable user data rate R

i

 for the 

recoded SINR

i

 and W

user

 values. 

In case UE multiplexing on the same time/frequency resource is modelled in this step, 

record the average number of multiplexed users n

mux,i

 under SINR

i 

. The achievable data 

rate for this case is derived by R

i 

= Z

i

/n

mux,i

, where aggregated bit rate Z

i 

is the summed bit 

rate of n

mux,i

 users on W

user

. n

mux,i

 = 1 for no UE multiplexing. 

Step 3:  Calculate the packet transmission delay of a user as D

i

 = S/R

i

, where S is the packet size.

Step 4:  Calculate the traffic generated per user as T = S/T

inter-arrival

, where T

inter-arrival

 is the 

inter-packet arrival time.

Step 5:    Calculate the long-term frequency resource requested under SINR

i

 as B

i

 = T/(R

i

/W

user

).

Misc: The requirement is fulfilled if the 99

th

 percentile of the delay per user D

i

 is less than or 

equal to 10s, and the connection density is greater than or equal to the connection density 

requirement defined in ITU-R M.[IMT-2020.TECH PERF REQ].

The simulation bandwidth used 

to fulfill the requirement should be reported. Additionally, it 

is encouraged to report

 the connection efficiency (measured as N divided by simulation 

bandwidth) for the achieved connection density.

Step 6:    Calculate the number of supported connections per TRxP, N = W / mean(B

i

). W is the 

simulation bandwidth. The mean of B

i

 may be taken over the best 99% of the SINR

i

 

conditions.

In case UE multiplexing is modelled in Step 1, N = N

mux

 × W / mean(B

i

). In case UE 

multiplexing is modelled in Step 2, N = W / mean(B

i

/n

mux,i

). 

Step 7:  Calculate the connection density as C = N / A, where the TRxP area A is calculated as A = 

ISD

2

 × sqrt(3)/6, and ISD is the inter-site distance.
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