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1	Introduction
The study of Integrated Access and Backhaul (IAB) is an essential component of NR deployments providing a mechanism to achieve coverage reliability targets in the absence of wired backhaul connection. This contribution deals with resource allocation aspects between access and BH links. More specifically, we consider the following objectives of the approved IAB study item [1]: 
•	Dynamic resource allocation between the backhaul and access links [RAN1, RAN2], e.g., 
· Mechanisms to efficiently multiplex access and backhaul links (for both DL and UL directions) in time,                                                                                                                                                                              frequency, or space under a per-link half-duplex constraint across one or multiple backhaul link hops for both TDD and FDD operation.

The following agreements were related to resource allocation were made in RAN1#93 [2]:
Agreements:
· IAB supports TDM, FDM, and SDM between Access and BH links at an IAB node, subject to a half-duplex constraint. Further study the following solutions for the different multiplexing options:
· Mechanisms for orthogonal partitioning of time slots or frequency resources between access and backhaul links across one or multiple hops
· Utilization of different DL/UL slot configurations for access and backhaul links
· DL and UL power control enhancements and timing requirements to allow for intra-panel FDM and SDM of backhaul and access links.
· Interference management including cross-link interference
· Note: the level of required enhancement or optimization for the different options is FFS

Agreements:
· Downlink IAB transmissions (transmissions from an IAB node to child IAB nodes and UEs directly under the IAB node) should be scheduled by the IAB node itself.
· Uplink IAB transmission (transmissions from an IAB node to its parent node) should be scheduled by the parent node.
· Semi-static (on the timescale of RRC signalling) should be supported for resource (frequency, time in terms of slot/slot format, etc.) coordination between IAB nodes. 
· The following aspects should be further studied:
· Distributed or centralized coordination mechanisms
· Resource granularity of the required signalling (e.g. TDD configuration pattern)
· Exchange of L1 and/or L3 measurements between IAB nodes
· Exchange of topology related information (e.g. hop order) impacting RAN1 study
· Resource (frequency, time in terms of slot/slot format, etc.) coordination which is faster than semi-static coordination.
2	Duplexing options
It was agreed in RAN1#93 that “IAB supports TDM, FDM, and SDM between Access and BH links at an IAB node, subject to a half-duplex constraint”. In the following, we consider two different IAB scenarios relevant to TDD and millimetre wave scenarios:
· Option 1: Half-duplex with TDM between access and backhaul
· Option 2: Half-duplex with SDM/FDM between access and backhaul
Based on the discussion in [3], there is no need to consider full-duplex IAB scenarios in 3GPP. Those can be seen as network implementation options that can be supported with functionalities to be defined for half-duplex IAB scenarios.  
Option 1: Half-duplex with TDM between access and backhaul 
Figure 1 shows an example of half-duplex IAB scenario having TDM between access and backhaul. This is a resource allocation scenario, which requires a specific attention in 3GPP. This is due to the fact that while communicating over the access link IAB node cannot communicate with Donor or parent IAB node. This will restrict e.g. opportunities for dynamic resource allocation between access and backhaul (see details in Section 4). As can be noted, Option 1 requires that four separate time domain resources are provided: 
1) Backhaul DL: Donor/parent IAB node can use these resources also for access link DL
2) Backhaul UL: Donor/parent IAB node can use these resources also for access link UL
3) Access link DL
4) Access link UL.

Option 1 is easy to implement, and it represents a robust design since it can be coordinated in a centralized manner and operated without any cross-link interference. We think that Option 1 should be one of the high priority scenarios to be supported by the 3GPP IAB solution.
Observation 1: Four separate links are needed to facilitate IAB operation with half-duplex constraint and TDM between access and BH.
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Figure 1. An exemplary half-duplex scenario with TDM between access and backhaul
            
Option 2: Half-duplex with SDM/FDM between access and backhaul
Figure 2 shows an example of half-duplex IAB scenario having SDM/FDM between access and backhaul. In this scenario, TDM with two separate time domain resources are used to facilitate four separate links. These resources can be called as “IAB Tx” and “IAB Rx”. 
· IAB Rx takes care of Backhaul DL and Access UL
· IAB Tx takes care of Backhaul UL and Access DL

From resource allocation point of view, Option 2 can be seen as a subset of Option 1: Each resource is available either for Backhaul DL or backhaul UL. As shown in Figure 2, Option 2 suffers from cross-link interference between UEs. Furthermore, with intra-panel deployment there can be performance degradation due to power imbalance between access and backhaul. In order to guarantee robust operation, sufficient means to manage cross-link interference needs to be in place. 

When compared to Option 1, Option 2 provides opportunities for higher spectral efficiency and as well as for lower latency. Hence, we think that Option 2 should be one of the scenarios to be supported by the 3GPP IAB solution.
Proposal 1: Cross-link interference management related to Option 2 (half-duplex operation with SDM/FDM between access and backhaul) needs to be considered as part of NR studies.
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         Figure 2. An exemplary half-duplex scenario with SDM/FDM between access and backhaul
                                                                                                                                                                                                                                                               
3	Resource allocation granularity: slot vs. mini-slot
It was agreed in RAN1#93 that “Downlink IAB transmissions (transmissions from an IAB node to child IAB nodes and UEs directly under the IAB node) should be scheduled by the IAB node itself” and “Uplink IAB transmission (transmissions from an IAB node to its parent node) should be scheduled by the parent node”. 

In the following, we consider resource allocation for half-duplex IAB scenario with TDM between access and backhaul (i.e. Option 1 described above). Figure 3 illustrates a scenario where four separate slots provide the four IAB links: Backhaul DL, Backhaul UL, Access DL and Access UL. Resource usage in the example of Figure 3 is based on bi-directional slots. This provides improved control channel capacity and latency compared to one-directional slots. Bi-directional slots also contain the GP, which facilitates the needed Rx/Tx switching at the IAB-node (operating according to half-duplex constraint).

When considering TDD and millimetre wave scenarios based on NR Rel-15 numerology, the slot length is either 250 us or 125 us depending on the subcarrier spacing. This indicates that IAB based on bi-directional slots can provide a solid performance also from the latency point of view. The slot-based operation also minimizes the DMRS and GP overhead.

Observation 2: Bi-directional slots allocated to different IAB links is a feasible resource allocation approach NR IAB operation.
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Figure 3. Example of slot-based operation with bi-directional slots.

Figure 4 illustrates an example where four separate IAB resources are created by means mini-slots. Mini-slot based approach can be seen as an implementation option available for IAB operation. The specification support is in place already based on NR Rel-15. Mini-slot approach allows to further minimize the latency resulted in the IAB backhauling. However, the latency improvement due to mini-slot is not a free lunch as it will increase the system overhead (GP/DMRS) in both access and BH links. Furthermore, latency is heavily impacted by the RN processing capability as discussed in Section 5. 
 
Observation 3a: Mini-slot based resource allocation between different IAB links can be supported based on NR Rel-15.
Observation 3b: The usage of mini-slots comes at the cost of higher overhead and higher processing requirements lowering the achievable benefits, and increased complexity/cost of the IAB-node.


	[image: ]
	[image: ]


           
Figure 4. Example of non-slot based operation with 7 symbol mini-slots.

4	Scheduling and resource coordination between backhaul and access
It was agreed in RAN1#93 that distributed and centralized coordination mechanisms between IAB-donor and IAB-nodes should be studied. We think that distributed coordination should be the starting point:
· Parent node configures the available BH resources (=resource pool) for an IAB node.
· Parent node is responsible for DL/UL scheduling for the BH link within the configured resource pool (and according to the agreements made in RAN1#93). 
· IAB access link operation is constrained by the BH operation according to the duplexing scheme of the IAB node.
· In the case of distributed coordination, IAB-donor is acting just as a parent node. 

In the case of centralized coordination, IAB-donor configures the resource usage for multiple hops. Coordination may cover not only the resource pool defined for the BH link(s), but also resource pool available for the access link(s). 
Proposal 2: Distributed resource pool coordination scheme is the baseline resource allocation scheme. It can be enhanced by centralized coordination by IAB-donor.
It was agreed in RAN1#93 that “semi-static (on the timescale of RRC signalling) should be supported for resource (frequency, time in terms of slot/slot format, etc.) coordination between IAB nodes”. It is noted that NR Rel-15 supports already semi-static pool configuration between BH and access link. For example, in the case of TDM between access and backhaul, an IAB-node can configure BH resources in the access link as the reserved resources. In order to maximize the commonality with NR-Rel-15, the granularity for the resource pool coordination between IAB-donor and IAB-nodes should be one slot. Depending on the IAB architecture and protocol choices, RRC signalling may need to be enhanced to support multiple hops with centralized resource pool coordination.

Proposal 3: Granularity for the resource pool coordination between IAB-donor and IAB-nodes is one slot.
Observation 4: Depending on the IAB architecture and protocol choices, RRC signalling may need to be enhanced to support multiple hops with centralized resource pool coordination.

One of the key objectives of IAB SI [1] is to investigate dynamic resource allocation between the backhaul and access links. Figure 5 illustrates semi-static and dynamic capacity allocation principles for half-duplex IAB scenario with TDM between access and backhaul split (i.e. Option 1). In this scenario, the key challenge is that IAB-node cannot communicate with IAB-donor or parent IAB-node during the access link operation.

Dynamic resource split example shown in Figure 5 assumes that
· Dynamic resource pool adaptation follows a predefined adaptation period (8 slots in the current example)
· Adaptation period contains Fixed slots and flexible slots. Fixed slots (5/8 slots in the current example) have a predefined slot type. Flexible slots (3/8 slots in the current example) can be used as BH DL, BH UL, Access DL or Access UL.
· IAB-donor (= parent node) coordinates the resource usage. Resource pool can be dynamically adjusted by GC-PDCCH sent via Fixed BH DL slots.
· GC-PDCCH enables also centralized interference coordination between donor cell and IAB cell(s) during flexible slots in such that the network can be operated free from cross-link interference (this has been assumed in the example shown in Figure 5). 
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Figure 5. Fixed and dynamic capacity allocation between BH and access.


Based on the above example, we propose to use GC-PDCCH defined in NR Rel-15 for dynamic resource pool adaptation between BH and access. However, in order to maximize the potential benefit of GC-PDCCH in different IAB scenarios, it makes sense to consider IAB-specific optimization for the GC-PDCCH. The studies should cover at least IAB-specific slot format(s), different IAB scenarios (e.g. multi-hop) as well as different use cases including also centralized interference coordination.

Observation 5: GC-PDCCH sent via fixed DL BH resources can be used to facilitate dynamic capacity allocation between BH/Access as well as centralized interference coordination.

Proposal 5: Consider IAB-specific optimization for GC-PDCCH.

NR Rel-15 supports flexible HARQ/scheduling timing for PDSCH, PUSCH and PDSCH HARQ-ACK. Cross-slot scheduling creating PDSCH/PUSCH/HARQ-ACK transmission on the BH/flexible resources (such as slots) can be seen as a complementing solution for dynamic capacity allocation between access and backhaul. That allows dynamic capacity allocation between backhaul and access also without GC-PDCCH. 
5	Multi-hop support and IAB-node processing times
It is stated in [1] that “The 5G network shall support multi-hop wireless self-backhauling”. Figure 6 illustrates an exemplary multi-hop resource allocation for half-duplex IAB scenario with TDM between access and backhaul split (i.e. Option 1). This example assumes semi-static resource pool configuration and equal split between BH DL, BH UL, Access DL and Access UL slots. This example contains only up-to three hops but it can be easily extended with additional hops. It can be noted that in this scenario (half-duplex, TDM btw access/BH) hop (k) and hop (k+2) are always serving the same link (BH DL, BH UL, Access DL or Access UL). 
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Figure 6. An exemplary multi-hop scenario.

Figure 6 also shows PDSCH/PUSCH timing between DgNB and UE connected to the last IAB-node. In this example, the delay between the IAB-donor and IAB-node access links increases by 2 slots per direction by adding another hop. The following assumptions have been made for the HARQ/scheduling timing in this example.
· Self-scheduling for PDSCH (K0=0)
· HARQ-ACK delay is 1 slot (K1=1)
· PUSCH scheduling delay is 1 slot (K2=1). 

UE processing time defined in NR Rel-15, in terms of parameters N1 and N2, can be considered as the starting point for defining the IAB processing times. Table 1 shows the UE processing time for 60 kHz and 120 kHz SCS defined in NR Rel-15.
· N1: end of PDSCH to the earliest possible start of HARQ-ACK
· N2: End of PDCCH to the earliest possible start of PUSCH
It can be noted that example shown in Figure 6 assumes that RN can support N1/N2 on the order of 14 symbols. This requires that IAB-node has more processing capability compared to Baseline UE category according to NR Rel-15.
Table 1. UE processing time defined in NR Rel-15
[image: ]
For IAB deployment there is a need to consider also the IAB-node processing times at least for the following cases: 
· N3: end of PDSCH in hop (k) to earliest possible start of PDSCH transmission in hop (k+1)
· N4: end of PUSCH in hop (k+1) to earliest possible start of PUSCH transmission in hop (k)
It can be noted that example shown in Figure 6 assumes that IAB can support N3/N4 on the order of 14 symbols.

Observation 6: IAB-node processing capability impacts to the overall IAB latency performance especially in the multi-hop scenarios.
[bookmark: _GoBack]6	Conclusions
In this contribution, we have discussed dynamic resource allocation aspects between access and BH links. Based on the discussion, we make the following proposals and observations:

Proposal 1: Cross-link interference management related to Option 2 (half-duplex operation with SDM/FDM between access and backhaul) needs to be considered as part of NR studies.
Proposal 2: Distributed resource pool coordination scheme is the baseline resource allocation scheme. It can be enhanced by centralized coordination by IAB-donor.
Proposal 3: Granularity for the resource pool coordination between IAB-donor and IAB-nodes is one slot.
Proposal 4: Consider IAB-specific optimization for GC-PDCCH.

Observation 1: Four separate links are needed to facilitate self-BH with half-duplex constraint and TDM between access and BH
Observation 2: Bi-directional slots allocated to different IAB links is a feasible resource allocation approach NR IAB operation.
Observation 3a: Mini-slot based resource allocation between different IAB links can be supported based on NR Rel-15.
Observation 3b: The usage of mini-slots comes at the cost of higher overhead and higher processing requirements lowering the achievable benefits, and increased complexity/cost of the IAB-node.
Observation 4: Depending on the IAB architecture and protocol choices, RRC signalling may need to be enhanced to support multiple hops with centralized resource pool coordination.
Observation 5: GC-PDCCH sent via fixed DL BH resources can be used to facilitate dynamic capacity allocation between BH/Access as well as centralized interference coordination.
Observation 6: IAB-node processing capability impacts to the overall IAB latency performance especially in the multi-hop scenarios.
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