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1 Introduction

In RAN1 #92 bis meeting, discussions on enhancement for IAB were held, and the following is agreed. 

Agreements:

· The Release 15 NR physical layer should be the starting point for the physical layer of the IAB backhaul link.

Agreements:

· The SSB/CSI-RS based RRM measurement defined in NR R15 are considered as a starting point for IAB node discovery and measurement. 

· How to avoid conflicting SSB configurations among IAB nodes, as well as the feasibility of CSI-RS based IAB node discovery, should be studied.

Agreements:

· Measurements on multiple backhaul links for link management and route selection should be studied. 

· Mechanisms for efficient route switching or transmission/reception on multiple backhaul links simultaneously (e.g. multi-TRP operation and intra-frequency dual connectivity) should be studied.

· Note: The feasibility of (1) may depend on architectures considered in RAN2/3. 

· Mechanisms for scheduling coordination, resource allocation, and route selection across IAB nodes/donors and multiple backhaul hops should be studied.

And also, in RAN1 #93 meeting, discussions on enhancement for IAB were held, and the following is agreed.
Agreements:

· To support the half-duplex constraint from the perspective of a given IAB node, IAB supports detection and measurement of candidate backhaul links (after initial access) which utilizes resources that are orthogonal in time from those used by access UEs for cell detection and measurement. 

Agreements:

· IAB supports SSB and CSI-RS based RRM measurements. The following features can be considered:

· Mechanisms for coordination of RS transmission and measurement occasions for IAB nodes 

· Enhancements of SMTC and CSI-RS configurations for IAB 

· An IAB-node supports mechanisms for detecting/recovering from backhaul link failure based on Rel-15 mechanisms.

· Study enhancements to RLM RS and associated procedures for IAB

From the RAN1 #92 bis and #93 meeting, many issues for enhancements of IAB are addressed such as RRM measurement, link management and route selection. From these discussion, a few agreements are derived to support IAB in the stable condition. To enhance the IAB system, the detailed node behaviors for link managements and route selection should be clarified. For further discussion, we have some proposals about how to define the link unstableness and link status reporting behavior, and the route selection procedure.
2 Discussions 
2.1 Defining link unstableness
For the successful link management, each node needs to know the link status. There are already defined the communication link recover procedure when the communication link is lost. Compared to the impact of RLF at a UE, impact of RLF or beam failure at an IAB can be considerable and will be more severe as the number of UEs/child IAB nodes increases. Moreover, the link quality of an IAB node will also impact on the performance of its children. For example, even the communication link between the node A and its child node C is stable, if the link between the node A and its parent node P is unstable,  child node C cannot be assured the communication quality and it could be hard to support its UEs or child nodes like clockwork. If node C knows the link unstableness of the link between the node A and its parent node P, it can prepare to handover to the other nodes. Like this example, if there is a scheme to prevent the link disconnection between an IAB node and donor, such as employing multi-paths, this problem can be mitigated. This can be done by informing the link quality to its parents and parents/donor can setup multi-paths or the affected node can trigger setting up multi-paths. To assist such mechanisms, overall, it seems beneficial to inform the information whether the link is stable or not with its parents and/or children, where each node can carry out some operations to prevent the link disconnection. 
This unstableness state/event can be defined for example by ‘M’ beam failure instance where M can be smaller value than N which defines beam failure declaration or first occurrence of out-of-sync, by low RSRP/RSRQ of the serving cell or low CQI. The main goals of unstableness event/state are to allow affected IAB nodes to perform necessary topology management (such as route reselection/multi-path setup) and perform necessary data forwarding to provide robust system performance. 

The node A can determine the link unstableness with its parent node P, and it can deliver this link unstableness to both its child node C and parent node P. With the link unstableness signaling, each node can operates its own behaviors. The behavior examples are followed.
· Parent node P: Either by requesting to donor or its parent, setting up multi paths or routes reselection to node A can be attempted
· Node A: Node A can try to fine other nodes which can be new parent node and also should decide which is better between maintaining child node C in its own link and making node C handover. Moreover, it can attempt to setup multi-path and request data duplication over multi-paths at least during unstableness state. 
· Childe node C: Node C can try to fine other nodes which can be new parent node and also should decide which is better between maintaining node A’s link and operating handover.
With these behaviors, each node can increase the probability to keep communication quality. As examples, link unstableness indication can be much helpful for backhaul link.
Proposal 1: Define a new state where link quality is not good though any failure event has not occurred. Inform the event of a node to its parents and children to perform topology management for example including multi-path setup and data duplication. 
2.2 Link recovery notification
If the node A indicates the link unstableness to the child node C, the node C expects that node P and node A are trying to recover the link for maintaining the communication. Even the child node C can prepare to switch or handover to other route for preventing the link disconnection, it is not easy to determine whether changes the parent node or not before the exact handover signaling.
After the link unstableness declaration, node A can carry out some operations such as beam changing or handover for link restoration, but child nodes C cannot wait forever for link recovery. Then the node A can set the link recovery due time (or link recovery timer) and share with child nodes. If the node A recovers the link with its parent node P in the due time, it can notice the link restoration to the child nodes C and node C does not need to move to other routes. However, if the parent node cannot recovers the link in the due time, node A can still try to find new link but also should drop all child nodes. Drop means that it cuts all the link with child nodes. And also child node C should switch the IAB route. It would be useful that node A triggers the node discovery operation for node C when it transmits the link unstableness signaling. 

By the way, if node A transmits the link restoration in the link recovery due time, the child node C can determine to stay with node A, exactly. Of course this link recovery timer should be triggered from node A and C simultaneously.

Proposal 2: When the new state is informed to children/parents, when the condition is released (and thus the link quality becomes good again), it needs to inform its parents/children to release the event. 
Proposal 3: A timer waiting release indication can be considered where if the timer expires, it is assumed that link failure (e.g., beam failure or link failure) of the informing node has occurred. 
2.3 Link management procedure
With the proposed link unstableness signaling and link recovery timer, link management becomes much practical. For example, following scenario can be considered.
The child node C can have only single route that the node C has one parent node A, and due to the link unstableness, the child node C is trying to connect to multiple routes for safe communication. In the this case, multiple nodes can be RRC connected with the child node C or only single parent node (A or other) is RRC connected and some other nodes can be stand by in RRC inactive mode as a parent node. Detailed procedures are followed. 
· Step 1: Node A transmits the link unstableness signaling to child node C.

· Step 2: Node A and node C trigger the link recovery timer and node C starts the node discovery operation. The discovered nodes’ information can be shared to node A and node A can determines which node can be appropriate for node C’s new parent node.
· Step 3: Node C makes connection with found node and stay in RRC inactive with these new parent nodes. And node A is trying to recover the communication link with its parent node P, or node P commands node A to handover.
· Step 4: If node A achieves stable link connection with node P or makes new route with new parent nodes, node A informs the link restoration signal to node C. And if the link restoration signal is reach in the link recovery due time to node C, node C can maintain the connection with node A, but still remaining in RRC inactive mode with new parent nodes for the case of another link unstableness.  
Unlike the example case, if node C is not received the like restoration signaling in the link recovery due time, node C can request the RRC active to one of other parents nodes staying in RRC inactive. Or if node C wants multiple active routes, node C can be turned to RRC active with multiple parent nodes include node A.
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Figure 1. Step 1 for scenario 1                                                    Figure 2. Step 2 for scenario 1

[image: image3.emf]Node P

Node A

Node C

Node x

Node x

Node x

RRC inactive

Link Recoverying

Link Recoverying

Donor gNB

           
[image: image4.emf]Node P

Node A

Node C

Node x

Node x

Node x

RRC inactive

Link Restoration

Link restoration

signaling

Donor gNB


Figure 3. Step 3 for scenario 1                                               Figure 4. Step 4 for scenario 1
Another scenario can be considered. Node A is connected with only parent node P. When node A senses the link unstableness with node P, then node A trying to connect to multiple routes for safe communication. If node A find available parent node candidates, multiple nodes can be RRC connected with the node A or only single parent node (P or other) is RRC connected and some other nodes can be stand by in RRC inactive mode as a parent node. When the link condition between node A and node P is not recovered, node A or node P can trigger the handover of node A. Detailed procedures are followed.
· Step 1: Node A senses the link unstableness and transmits the link unstableness signaling to parent node P. Node A and node P trigger the link recovery timer.
· Step 2: Node A starts the node discovery operation. Node A makes connection with found node and stay in RRC inactive with these new parent nodes. And also node A and node P is trying to recover the communication link simultaneously.
· Step 3: Or for the link enhancement, node A can be RRC activated with some or all candidate parent nodes and node A can request the data duplication, that existing node P and new parent node(s) can transmit same data to node A, during the link recovery timer.
· Step 4: If the link recovery timer is expired, node A or node P trigger the disconnection between them, and also can trigger the handover of node A to other nodes.
In this above scenario, node A and node P fail to recover the link unstableness in the link recovery due time, thus node A operates handover. The node A can be connected to multiple nodes as RRC active and some candidate nodes can be remained as RRC inactive. Or node A can be connected to all candidate nodes as RRC active. With these multiple routes, node A can request data duplication during the link recovery due time, and node A can be still serviced even the link with parent node P is unstable.
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Figure 5. Step 1 for scenario 2                                      Figure 6. Step 2 for scenario 2
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Figure 7. Step 3 for scenario 2                                         Figure 8. Step 4 for scenario 2

Above examples are a few cases to utilize the link unstableness signaling and the link recovery timer, but much of scenarios can be achieved as well. With these features, backhaul link can be maintained in good quality and ensure the seamless IAB system.
Proposal 4: The definite procedures to preserve backhaul link communications in secure should be defined.
3 Conclusion 
In this contribution, we discuss on node behavior for IAB link management. Based on the discussion, we obtained following proposals.
Proposal 1: Define a new state where link quality is not good though any failure event has not occurred. Inform the event of a node to its parents and children to perform topology management for example including multi-path setup and data duplication. 

Proposal 2: When the new state is informed to children/parents, when the condition is released (and thus the link quality becomes good again), it needs to inform its parents/children to release the event. 

Proposal 3: A timer waiting release indication can be considered where if the timer expires, it is assumed that link failure (e.g., beam failure or link failure) of the informing node has occurred. 

Proposal 4: The definite procedures to preserve backhaul link communications in secure should be defined.
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