Page 1
3GPP TSG RAN WG1 Meeting #92bis			R1-1804744
Sanya, China, April 16th - April 20th, 2018

Source:	Intel Corporation
Title:	Receiver structure for NOMA
Agenda item:	7.4.2
Document for:	Discussion and Decision

Introduction
[bookmark: _Ref481701068][bookmark: _Ref473567845]In NR Non-orthogonal Multiple Access (NOMA) SID, the following objectives have been identified for receiver algorithm for NOMA: 
1. 2		Receivers for non-orthogonal multiple access: [RAN1, RAN4] 
· MMSE receiver, successive/parallel interference cancellation (SIC/PIC) receiver, joint detection (JD) type receiver, combination of SIC and JD receiver, or other receivers
· The study should consider performance, receiver complexity, etc.

In this contribution, we present detailed receiver structure for LCRS including details of enhanced channel estimation algorithm. In addition, we provide initial simulation results for UL NOMA with the proposed receiver algorithm.
Detailed receiver algorithm for LCRS
In our companion contribution on NOMA transmission scheme [2], we proposed that Low Code Rate Spreading (LCRS) scheme is a promising candidate for NR UL NOMA. In this section, we provide description of receiver structure that can be properly used for LCRS scheme, i.e., MMSE-IC receiver
In this work, it is assumed that the receiver has a prior knowledge on the number of actual transmitted UEs and channel configuration of the corresponding UEs, e.g., UE ID, DMRS configuration, and etc. 
2.1 MMSE IC receiver with baseline channel estimation


[bookmark: _Ref506039585]Figure 1. MMSE-IC receiver algorithm for LCRS with baseline channel estimation
Figure 1 illustrates the general structure for MMSE-IC receiver with baseline channel estimation algorithm, and following steps describe the reception procedure:
Step-1: Channel estimation algorithm is applied for each UE.
Step-2: Receiver creates a set of non-decoded UEs, where i – is an internal index for non-decoded UE. Set the i value to 1.
Step-3: If size of non-decoded UE set is zero or index i exceeds the size of non-decoded UE set, algorithm terminates its operation, otherwise using total received signal - ytotal, the receiver applies MMSE-IRC equalization procedure [3] for the non-decoded transmission from ith user, where interference covariance matrix is calculated according to Figure 2.


[bookmark: _Ref506037978]Figure 2. Receiver equalizer design
where Hesttotal – set of channel estimations for each user, Hesti –channel estimations for ith user, σn – noise power, RI+N – covariance matrix of interference and noise and WMMSEi – MMSE receiver weights for ith user.
This step realizes the user separation based on their respective channels, via use of user-specific DM-RS. The receiver uses all non-decoded interfering UEs to calculate interference covariance matrix for each non-decoded user i, that is used for the calculation of the equalization weights.
Step-4: Set of equalized symbols xrxi is fed into demapper and decoder sequentially.
Step-5: The receiver checks CRC for the transmission of ith user. If CRC check fails, then the algorithm goes back to step-3, with incremented i value and attempts to decode the transmissions of other non-decoded users. Otherwise, the algorithm goes to step-6.
Step-6: If CRC check succeeds, the algorithm reconstructs transmitted symbols xtx from the successfully decoded signals, by applying encoder, modulator procedures.
Step-7: Utilizing the output of the channel estimation for ith user, the receiver reconstructs received signal – yesti.
Step-8: This step performs the subtraction of reconstructed signal from total received signal. After subtraction of reconstructed signal, receiver goes to step-2.

[bookmark: _Ref506394354]2.2 Channel estimation algorithm
One of the KPIs of NOMA is the number of simultaneously transmit UEs. In order to support large number active UEs, advanced algorithms for channel estimation should be used. In this section we provide details for IC-based (enhanced) channel estimation procedure, which could be more robust than baseline channel estimation procedure.


Figure 3. Structure of IC-based channel estimation

IC-based channel estimation procedure algorithm is described as follows:
Step-1: Initial LS channel estimation based on transmitted DM-RS and Data signal. Data is assumed to be known after successful decoding procedure.
Step-2: Apply Wiener filter for calculated LS estimation.
Step-3: Reconstruction of received DM-RS + Data with updated channel estimation.
Step-4: Apply IC procedure in order to reduce interference impact from interference UE.
Step-5: Iterative procedure is repeated for fixed number of iterations.
This IC-based channel estimator helps to improve channel estimation accuracy especially for large number of UEs.

2.3 MMSE IC receiver with enhanced IC-based channel estimation
Baseline MMSE-IC receiver can use enhanced channel estimation procedure, which was described in previous section. Figure 4 illustrates MMSE-IC receiver algorithm with IC-based channel estimator.


[bookmark: _Ref506042307]Figure 4. MMSE-IC receiver design for LCRS with enhanced channel estimation
Figure 4 represents the general structure for MMSE-IC receiver with enhanced IC-based channel estimation, and following steps describe the reception procedure:
Step-1: Initial channel estimation procedure based on reference signal is applied for each UE.
Step-2: Receiver creates a set of non-decoded UEs, where i – is an internal index for non-decoded UE. Set the i value to 1. In addition, receiver creates set of decoded UEs.
Step-3: If size of non-decoded UE set is zero or index i exceeds the size of non-decoded UE set, algorithm terminates its operation, otherwise using total received signal - ytotal, the receiver applies MMSE-IRC equalization procedure [1] for the non-decoded transmission from ith user, where interference covariance matrix is calculated according to Figure 2.
Step-4: Set of equalized symbols xrxi is fed into demapper and decoder sequentially.
Step-5: The receiver checks CRC for the transmission of ith user. If CRC check fails, then the algorithm goes back to step-3, with incremented i value and attempts to decode the transmissions of other non-decoded user. Otherwise, the algorithm goes to step-6.
Step-6: If CRC check succeeds, the algorithm reconstructs transmitted symbols xtx from the successfully decoded signals, by applying encoder, modulator procedures.
Step-7: Utilizing the reconstructed transmitted symbols xtx, the enhanced channel estimator can be used and thus improving channel estimator quality for all UEs.
Step-8: Utilizing the updated channel estimations, the receiver reconstructs received signal from current UE and all previous decoded UEs (optional) with updated channel estimation in order to more accurately recreate signal.
Step-9: This step performs the subtraction of reconstructed signal from total received signal and updated reconstructed signal for previous decoded UEs (optional). After subtraction of reconstructed signal, receiver goes to step-2.

2.4 MMSE IC receiver variation
Depending on how IC operation performs, there can be various MMSE-IC based receiver algorithm. Three different receiver structure can be considered as shown below. Detailed diagram of each receivers are listed in Appendix A. 
· Baseline SIC (Serial IC, Figure 7): Successive interference cancellation based on SNR ranking, Receiver stops decoding trials when any user (UEk) fails decoding without decodings of users whose SNR is lower than UEk
· Modified SIC (Figure 8): Successive interference cancellation based on SNR ranking, Even when any user (UE1) fails decoding, receiver continues decoding trials for users whose SNR is lower than UE1. If any one user is decoded successfully, then IC is employed and another iteration is performed based on SNR ranking. Iteration continues until all users are decoded successfully or any of the users are not decoded successfully inside one iteration.
· PIC (Parallel IC, Figure 9): parallel interference cancellation without SNR ranking. Receiver tries to decode all non-decoded users in parallel inside one iteration and all successfully decoded users are subtracted after the iteration. Iteration continues until all users are decoded successfully or any of the users are not decoded successfully inside one iteration.

Link level evaluation results
Performance comparison for different receivers
Figure 5 compares the link level performance of different types of receivers as discussed in section 2.4 based on agreed evaluation assumptions in RAN1#92 (eMBB use case) as given in Appendix. 
Baseline SIC receiver just relies on the SNR ranking and if the receiver fails to decode one user, the other users with lower SNR will lose the chance. Theoretically it is quite obvious that higher SNR user has higher chance to be decoded but in practice there are also non-negligible chances that lower SNR user can be decoded while higher SNR user is not decoded successfully since there are other factors for the successful decoding than SNR itself. 
Modified SIC receiver can be considered for taking the chances that lower SNR user can be decoded while higher SNR user is not decoded successfully. In this receiver, iteration does not stop if high SNR user fails decoding but continues until one of the UEs is successfully decoded.
PIC receiver does not utilize SNR ranking and simply attempts to decode all non-decoded users in a brute force manner. This is apparently the most complicated receivers compared to SIC based ones with SNR ranking but if the receiver implementation is based on parallel processing, PIC can benefit from its structure and processing time can be reduced compared to serial IC schemes.
In Figure 6, we can see the performance and complexity of each receiver scheme. As discussed above, since baseline SIC will lose the chance for low SNR users to be successfully decoded, it shows the worst BLER performance. Further, modified SIC  shows the comparable performance with PIC, which delivers the optimal performance among IC based receivers. However, from the complexity perspective, PIC requires more decoding trials compared to Modified SIC. 
	[image: ]
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[bookmark: _Ref506393531]Figure 5. Performance comparison of receivers: Basic SIC vs Modified SIC vs PIC
Observation 1:
· Baseline SIC shows higher BLER compared to modified SIC and PIC
· Modified SIC shows comparable BLER performance with PIC while it needs much less decoding trials than PIC
Proposal 1:	
· IC-based receiver (hard IC or soft IC) should be a baseline receiver of NOMA
· Modified SIC is considered for hard IC based receiver

Performance comparison for different channel estimation methods
One of the key performance metrics for UL NOMA is the number of simultaneously transmit users. However, if following NR DM-RS structure as defined for PUSCH, the number of orthogonal sequences is limited to 12 [4]. In this case, the channel estimation accuracy can be an issue to support a relatively large number of collided users. 
Figure 6 evaluates the enhanced channel estimator for UL NOMA with a large number of users. For simplicity, we assumed one symbol NR DMRS type-2 with 6 orthogonal DMRS ports. For supporting 12 users, we configured two different IDs (nSCID) for each 6 orthogonal DMRS sets. 
Figure 6 compares 4 different channel estimation methods, with and without data-aided IC based CE and with and without 6-PRB sliding windows in frequency domain. The data-aided IC based CE is explained in section 2.3 and sliding windows scheme means the inter-PRB filtering using Bessel filter with size of 6PRB. For observing the performance of frequency selectivity, we assumed two different fading channels, TDL-A 30ns and TDL-C 300 ns. In flat channel situation (TDL-A 30ns), it is obvious that sliding window will provide large gain compared to PRB-level CE. If IC based CE is used, more than 2 dB additional gain can be obtained. The gain from IC based CE is still valid in frequency selective fading channels (TDL-C 300ns) but the gain from cross-PRB filtering is not clearly seen in this case.
From Figure 6, it can be observed that data-aided IC based CE provides significant gain especially for the case that many users share the same resource for uplink transmission. However, the usage of the cross-PRB filtering depends on the frequency selectivity of the channel.
	[bookmark: _Ref506393833][image: ]
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[bookmark: _Ref510779130]Figure 6. Comparison of baseline and enhanced channel estimation algorithms.
Observation 2:
· IC-based channel estimation algorithm can improve the channel estimation and hence overall decoding performance, especially for the support of a relatively large number of UEs. 
Proposal 2:
· Enhanced channel estimation algorithm should be studied for NOMA receivers.

Complexity analysis
In the MMSE equalizer, we calculate the MMSE weight with the following equations

Here, the complexity is mainly on matrix inversion processing and the complexity order for that is O(x3), where x is the dimension of the matrix. If MMSE detection is performed per each modulation symbol, the dimension of the matrix can be the number of Rx antennas). Therefore, the total complexity order of MMSE equalization is O()3), where  is the number of UE and  is the number of coded symbols when spreading is not performed.
If MMSE detection is performed with complex spreading, the dimension of the matrix can be increased to the number of Rx antennas multiplied by spreading factor ). Therefore, the total complexity order of MMSE is O()3), where  is the number of UE and  is the number of coded symbols before spreading when spreading is performed.
For fair comparison between with and without spreading, the effective code rate has to be the same. Therefore it can be assumed that . Then we can conclude the following complexity for MMSE receiver for spreading based NOMA schemes (MUSA, NCMA, etc) and scrambling based NOMA schemes (LCRS) as shown in Table 1.

[bookmark: _Ref509783840]

Table 1: complexity order for basic MMSE equalizer
	NOMA Tx category
	Complexity order
	Example NOMA schemes

	Spreading based scheme
	O()3)
	MUSA, NCMA, GOCA

	Scrambling based scheme
	O()3)
	LCRS


Where .
[bookmark: _Ref509783893][bookmark: _GoBack]The complexity order of LCRS, O()3) is based on that one single MMSE equalization is performed per UE.  
Taking into account the interference cancellation procedure, the actual complexity of the MMSE-IC receivers can be generalized as O()3), where  is the number of decoding trials. For example,  if SIC is used and all users are decoded successfully. And K =  if PIC is used and only a single user is decoded successfully in each iteration and all users are decoded successfully after the final iteration. Therefore, depending on the IC operations, the complexity can be summarized as Table 2.
For the practical implementation, we need to see the average number of iterations. The maximum of K is same for modified SIC and PIC but the average is much smaller for Modified SIC while the BLER performance is almost identical as shown in Figure 5.
Table 2: complexity order for different IC operations for LCRS receiver
	IC operation
	Complexity order
	Maximum (K)
	Average (K)

	Baseline SIC
	O()3)
	
	

	Modified SIC
	
	
	

	PIC
	
	
	



Observation 3:
· The complexity of MMSE equalizer is increased by the order of the SF2 if spreading based NOMA scheme is used

Conclusion
In this contribution, we discuss the receiver aspects for NOMA. Based on the discussion, we have following observations and proposals: 
Observation 1:
· Baseline SIC shows higher BLER compared to modified SIC and PIC
· Modified SIC shows comparable BLER performance with PIC while it needs much less decoding trials than PIC
Observation 2:
· IC-based channel estimation algorithm can improve the channel estimation and hence overall decoding performance, especially for the support of a relatively large number of UEs. 
Observation 3:
· The complexity of MMSE equalizer is increased by the order of the SF2 if spreading based NOMA scheme is used

Proposal 1:	
· IC-based receiver (hard IC or soft IC) should be a baseline receiver of NOMA
· Modified SIC is considered for hard IC based receiver
Proposal 2:
· Enhanced channel estimation algorithm should be studied for NOMA receivers.
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Appendix A: IC based Receiver structures
A. Baseline SIC receiver
[image: ]
[bookmark: _Ref510775634]Figure 7 Baseline SIC receiver


B. Modified SIC receiver
[image: ]
[bookmark: _Ref510775645]Figure 8 Modified SIC receiver



C. PIC receiver
[image: ]
[bookmark: _Ref510775651]Figure 9 PIC receiver



Appendix B: Simulation Assumptions

	Parameters
	Values or assumptions (eMBB baseline)

	Carrier Frequency 
	4 GHz 

	Waveform 
	OFDM

	Channel coding
	NR LDPC

	Numerology 
	15KHz SCS

	System Bandwidth 
	10 MHz 

	Total allocated bandwidth for transmission 
	12 PRB pairs

	TBS
	80 Bytes

	Overhead 
	2 DMRS symbols (in the middle of 7 OS), 
i.e., 144 available REs per PRB-pair for data transmission

	Modulation and coding scheme
	QPSK

	BS antenna configuration 
	4 Rx 

	UE antenna configuration 
	1 Tx 

	SNR distribution of Multiple UEs 
	Equal distribution

	Propagation channel & UE velocity 
	TDL-A (30ns) and TDL-C (300ns)
UE velocity: 3km/h 

	Max number of HARQ transmission 
	1

	Receiver structure
	Modified MMSE-SIC algorithm [6]

	Channel estimation
	Ideal CE
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