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1. Introduction
NOMA studies in 3GPP started with the Rel. 14 NOMA SI where different schemes were investigated. Leading up to RAN1 #86b meeting, preliminary simulations were performed and the NOMA schemes were shown to provide significant benefits in throughput, overloading, and handling large packet arrival rates. The results were summarized in [1] and captured in TR38.802 along with the simulation assumptions. At RANP #75, a new Study Item on NOMA was approved and further revised at RANP #76 [2]. 
In this contribution, we discuss the general structure as well as details of receiver processing in an IDMA receiver. 
2. IDMA receiver structure
In our companion contribution [3], an overview of transmitter signal processing of IDMA was presented. In this contribution, we focus on the receiver processing algorithm of IDMA. As discussed in [3], the main motivation behind IDMA is to approach the optimal capacity of a multiple access channel by spreading through employing very low rate error correction code. As such, multiple users can be multiplexed over the same available shared time-frequency resources. At its core, IDMA relies on user specific interleaver to distinguish the overlapping signals from users and low rate channel coding to recover the desired signal affected by multiple user interference. As will be explained in the next section, the use of spreading at the transmitter implies a chip-level processing at the receiver.
Some of the advantages of IDMA reside in its relatively straightforward implementation, flexible architecture for adapting to required use cases and spectral efficiency, high overloading potential, and the possibility to operate in asynchronous transmission scenarios. 
3. IDMA receiver processing
Figure 1 shows the basic structure of an IDMA-based multiple access system with K number of active users. At the transmitter, each UE payload is coded and then randomized prior to transmission in the shared channel. The randomization operation is user-specific, and it can be implemented through a combination of interleaving/scrambling functions. The IDMA receiver processes in reverse order the same operations done at the transmitter side to recover a desired signal. The main feature of IDMA principle lies in that it does not treat the observed interference as an additive noise. During the detection process, the a-priori LLR’s are continually enhanced by updating relevant statistics of the received signal and the interference. 
As demonstrated in Figure 1, in an IDMA receiver, the combined signal is jointly processed in a recursive manner through a two-step process of Elementary Signal Estimator (ESE) and decoding [4]. In the first step, the ESE function provides updates on a-priori log likelihood ratio (LLR) estimates required for the decoding based on the measurements performed on the received signal and the a-posteriori LLR estimate of previous decoding attempts, if 


[bookmark: _Ref505702393]Figure 1 IDMA transceiver
available. Each iteration consists of one ESE calculation and one APP decoding attempt. A predefined maximum number of iterations is usually set at the receiver, as iterations beyond a certain number would not be effective.
In the following, we describe the detailed steps required at the receiver. We assume that the total received signal on antenna  at  sample interval (chip), can be expressed as:

where  ,  and  are samples of complex transmitted signal, complex channel and AWGN noise, respectively.  The noise is assumed with a variance  per dimension, and .
Step 1: Initialization
The ESE provides an estimate of the a priori information for decoding of each UE as 




where  and  are derived from the outputs of the APP turbo decoding. For the first iteration, the estimates are initialized as follows 




Step 2: Estimate mean and variance of received samples
Updated estimates of the mean and the variance of the received signal can be attained based on a set of simple calculations made on the updated statistics previously calculated in Step 1, and channel estimates. The mean and the variance of the received samples are given by




Step 3: Estimate mean and variance of interference
Next, the ESE provides estimates of the mean and variance of the interference,  where . As we can see from the equations, the mutual interference between all simultaneous UE transmissions is not ignored, and in fact it is utilized by the ESE receiver with feedback from the channel coding to enhance the LLR estimates. The mean and variance of the real and imaginary parts of the interference are given by




where




Step 4: Calculate LLRs
By relying on the estimates from Step 3, the LLRs per receive antenna for each user are obtained on a chip-by-chip basis as 



where  and  are the LLRs of the real and imaginary parts. In case of employing multiple antennas at the receiver, estimated LLRs can be combined to improve the performance as


where L is the number of receive antennas. 
Step 5: Deinterleaving
Upon completion of a round of the ESE estimation on the entire length of a payload,  (the extrinsic LLR of every chip belonging to the payload) becomes available. The estimated LLR vector is deinterleaved according to the identity of the user to obtain the original coded bits ordering

where  is user k’s deinterleaving sequence. 

Step 6: Forward error correction decoding
Since repetition coding may be used at the transmitter to achieve a specific required SE, the LLRs at the output of the deinterleaver are first combined prior to the actual decoding. The repetitions provide a supplementary gain to the coding gain. The turbo decoder then takes the LLRs and provides an estimate for the transmitted bit sequence . A CRC is performed at this point to check if the payload is successfully decoded. 

Step 7: Update a priori information
The estimated LLRs output by the turbo decoder become a priori information for the ESE to be used for the next iteration. In this way, each iteration improves the reliability of the LLR estimates by making use of turbo decoding jointly with ESE in the same iterative loop. The turbo decoder output LLRs are repeated if necessary to yield a new and interleaved back to yield  Then, this becomes a new a priori information to be used in Step 1 of the algorithm for the ESE for its next iteration.
 
4. Conclusions
In this contribution, we provided a detail description of on the received signal processing employed in an IDMA receiver. Some of the advantages of IDMA reside in its relatively straightforward implementation, flexible architecture for adapting to required use cases and spectral efficiency, high overloading potential, and the possibility to operate in asynchronous transmission scenarios. 
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