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1. Introduction
In RAN #76 meeting, revision of study on 5G Non-Orthogonal Multiple Access (NOMA) was approved [1], in which link and system level performance evaluation or analysis for NOMA is one of the study objectives:

1.4
Link and system level performance evaluation or analysis for non-orthogonal multiple access continued from performance metrics identified from Rel-14. The benchmark for comparison is OFDM contention based multiple access. Realistic modelling of Tx/Rx impairment including potential PAPR issue, channel estimation error, power control accuracy, collision, etc. should be considered. [RAN1]

· Traffic model and Deployment scenarios of eMBB (small packet), URLLC and mMTC

· Device power consumption

· Coverage (link budget)

· Latency and signalling overhead

· BLER reliability, capacity and system load

· Physical abstraction (link-to-system mapping model)

In this contribution, the discussion will focus on system level evaluation methodology and assumptions for NOMA in different scenarios, including eMBB, URLLC and mMTC.
2. SLS methodology and assumptions

2.1. eMBB
· Evaluation methodology

For eMBB, the performance requirement usually focuses on data rate or throughput, yet for small packets transmission, signaling overhead is an issue worthy of attention. When NOMA is applied to eMBB, the performance can be evaluated by system level simulation (SLS) with non-full buffer traffic, where grant-based transmission or grant-free transmission could be considered, and the latter is beneficial to signaling overhead reduction.

Therefore, the performance metrics of packet error rate, data rate or throughput can be simulated by SLS with non-full buffer traffic for NOMA applied to eMBB, and correspondingly the supported traffic load or system capacity can be derived with the packet error rate under certain threshold. Transmission latency and signaling overhead can be analyzed and reported as well. Fig. 1 shows a performance metric for NOMA in eMBB which is packet error rate vs. traffic load.

Observation 1: For NOMA applied to eMBB, the performance metrics of packet error rate, data rate or throughput can be simulated by SLS with non-full buffer traffic, and correspondingly the supported traffic load or system capacity can be derived with the packet error rate under certain threshold. Transmission latency and signalling overhead can be analyzed and reported as well.
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Figure 1 An example of performance metric for NOMA in eMBB

· Evaluation assumptions

Based on the discussion on evaluation methodology, the simulation assumptions shown in Table 1 can be considered as a starting point for discussion on system level simulation in eMBB scenario. Some parameter assumptions can be further reviewed.

Table 1 System level simulation assumptions for NOMA in eMBB scenario

	Parameters
	Assumptions

	Deployment scenario
	Urban Macro

	Inter-site distance 
	200 m

	Carrier frequency 
	4 GHz

	System BW 
	20 MHz

	Subcarrier spacing 
	15 kHz

	TTI length 
	1 ms

	Number of subcarriers per RB
	12

	OFDM symbols
	14 symbols per TTI, 12 symbols for data transmission

	Simulation bandwidth
	Reported by companies

	Channel model
	TR 36.873 3D UMa

	Total transmit power per TRxP
	44 dBm for 20 MHz bandwidth

	UE power class
	23 dBm

	UE power control 
	Reported by companies

	UE deployment
	Case 1: 20% outdoor, 80% indoor;
Randomly and uniformly distributed over the area

	UE speeds of interest
	3 km/h for indoor, 30 km/h for outdoor

	BS antenna configurations
	2 Rx as baseline

	BS antenna height 
	25 m

	BS antenna element gain + connector loss
	Follow TR36.873, 8dBi

	BS receiver noise figure
	5 dB

	UE antenna configurations
	1 Tx

	UE antenna height
	Follow TR 36.873

	UE antenna gain
	Follow TR36.873, 0dBi

	UE receiver noise figure
	9 dB

	Thermal noise level
	-174 dBm/Hz

	UE density
	20 UEs per TRxP

	Traffic model
	Non-full buffer: FTP model 3 with Poisson arrival, packet size is 100 bytes

	BS scheduler
	Grant-free

	Feedback assumption & Link adaptation assumptions
	Reported by companies

	Channel estimation
	Realistic channel estimation, ideal channel estimation results can also be reported

	BS receiver
	Reported by companies, baseline is MMSE-IRC

	Performance metric
	Packet error rate vs. Packet arrival rate
Throughput per sector vs. Packet arrival rate
Transmission latency (e.g. CDF statistics)


Proposal 1: The simulation assumptions in Table 1 can be considered as a starting point for discussion on system level simulation for NOMA in eMBB.
2.2. URLLC
· Evaluation methodology

According to [2], a general URLLC reliability requirement for one transmission of a packet is 10-5 for 32 bytes with a user plane latency of 1ms. In order to evaluate the performance of NOMA for URLLC systematically, it would be better to perform system level simulation with non-full buffer traffic model. However, the simulation burden would be very high if we evaluate the reliability in system level literally, since the simulation time is very long, especially with non-full buffer traffic. A simplified system level simulation method described as below can be considered:

Calculating the receiving SINR of a packet transmitted by a UE, deriving the BLER based on the SINR and link to system model, then after the simulation is over, average BLER of all packets transmitted by the UE during the configured simulation time can be calculated, and the average BLER can be set as the transmission reliability of this UE.

This simplified method is equivalent to make one transmission of a UE representing many times (e.g. tens of thousands) of transmissions. It may lose some accuracy, but can reduce the simulation time significantly.

Based on this method, percentage of users satisfying reliability and latency requirements under configured traffic load can be simulated, and correspondingly the supported traffic load or system capacity can be derived with the percentage no less than a threshold. Fig. 2 shows a performance metric for NOMA in URLLC based on percentage of users satisfying requirements vs. traffic load for example.

Observation 2: It would be better to perform system level simulation with non-full buffer traffic to evaluate the performance of NOMA for URLLC.

Observation 3: The simplified system level simulation method described in this contribution can be considered to evaluate the performance of NOMA for URLLC. Based on this method, percentage of users satisfying reliability and latency requirements under configured traffic load can be simulated, and correspondingly the supported traffic load or system capacity can be derived with the percentage no less than a threshold.
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Figure 2 An example of performance metric for NOMA in URLLC
· Evaluation assumptions

Based on the discussion on evaluation methodology, the simulation assumptions shown in Table 2 can be considered as a starting point for discussion on system level simulation for NOMA in URLLC scenario, some parameter assumptions can be further reviewed.
Table 2 System level simulation assumptions for NOMA in URLLC scenario

	Parameters
	Assumptions

	Deployment scenario
	Urban Macro

	Inter-site distance 
	500 m

	Carrier frequency 
	4 GHz

	System BW 
	20 MHz

	Subcarrier spacing 
	60 kHz

	TTI length 
	0.25 ms

	Number of subcarriers per RB
	12

	OFDM symbols
	14 symbols per TTI, 12 symbols for data transmission

	Simulation bandwidth
	Reported by companies

	Channel model
	TR 36.873 3D UMa

	Total transmit power per TRxP
	46 dBm for 20 MHz bandwidth

	UE power class
	23 dBm

	UE power control 
	Reported by companies

	UE deployment
	Case 1: 20% outdoor, 80% indoor;

Case 2: 80% outdoor, 20% indoor;

Randomly and uniformly distributed over the area

	UE speeds of interest
	3 km/h for indoor, 30 km/h for outdoor

	BS antenna configurations
	4 Rx

	BS antenna height 
	25 m

	BS antenna element gain + connector loss
	Follow TR36.873, 8dBi

	BS receiver noise figure
	5 dB

	UE antenna configurations
	1 Tx

	UE antenna height
	Follow TR 36.873

	UE antenna gain
	Follow TR 36.873, 0dBi

	UE receiver noise figure
	9 dB

	Thermal noise level
	-174 dBm/Hz

	UE density
	20 UEs per TRxP

	Traffic model
	Non-full buffer: FTP model 3 with Poisson arrival, packet size is 32 bytes

	Feedback assumption & Link adaptation assumptions
	Reported by companies

	Channel estimation
	Realistic channel estimation, ideal channel estimation results can also be reported

	BS receiver
	Reported by companies, baseline is MMSE-IRC

	Performance metric
	Percentage of users satisfying reliability and latency requirements  under predefined traffic load, others are not precluded


Proposal 2: The simulation assumptions in Table 2 can be considered as a starting point for discussion on system level simulation for NOMA in URLLC.
2.3. mMTC
· Evaluation methodology

The key performance metric for mMTC is connection density, the definition, target and requirement of which are described as following [2]:

Connection density refers to total number of devices fulfilling a target QoS per unit area (per km2), where the target QoS is to ensure a system packet drop rate less than 1% under given packet arrival rate l and packet size S. Packet drop rate = (Number of packet in outage) / (number of generated packets), where a packet is in outage if this packet failed to be successfully received by destination receiver beyond packet dropping timer.

The target for connection density should be 1 000 000 device/km2 in urban environment.

3GPP should develop standards with means of high connection efficiency (measured as supported number of devices per TRxP per unit frequency resource) to achieve the desired connection density. 

Analytical, link level evaluation and system level evaluation are to be performed for Urban coverage for massive connection (Urban environment).

From the description above, the following performance metric can be considered for system level simulation for NOMA in mMTC:
· Packet drop rate vs. packet arrival rate, based on the evaluation results, connection density and connection efficiency can be derived and reported. Fig. 3 shows an example of this performance metric.

· Latency distribution, which can be shown to demonstrate the benefits of NOMA.
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Figure 3 An example of performance metric for NOMA in mMTC
As for the simulation scenario, urban coverage for massive connection defined in [2] can be used for NOMA. Some of its attributes are listed below in Table 3. The key characteristics of this scenario are continuous and ubiquitous coverage in urban areas, with very high connection density of mMTC devices.

Table 3 Attributes of urban coverage for massive connection

	Attributes
	Values or assumptions

	Carrier Frequency
	700 MHz, 2100 MHz as an option

	Network deployment including ISD
	Macro only, ISD = 1732m, 500m

	Device deployment
	Indoor, and outdoor in-car devices

	Maximum mobility speed
	20% of users are outdoor in cars (100km/h) or 20% of users are outdoors (3km/h), 80% of users are indoor (3km/h); Users dropped uniformly in entire cell

	Service profile
	Non-full buffer with small packets

	BS antenna elements
	2 and 4 Rx ports (8 Rx ports as optional)

	UE antenna elements
	1Tx


From this table, we can also see that service profile of non-full buffer with small packets would be used, so for NOMA, system level simulation with non-full buffer traffic can be performed. This evaluation methodology is also one of the two alternative evaluation methods defined in ITU for connection density evaluation, and it can capture the impact of many aspects of system.

As mentioned above, coverage is also one of the requirements in this scenario to support mMTC, which should be reflected by coupling loss and guaranteed in the simulation assumptions, such as BS antenna configuration, UE antenna configuration, penetration loss model, etc, which had been discussed in [3].

Since huge number of mMTC devices would be populated in a cell, the simulation complexity can be prohibitive if we drop one user for a traffic session. Two alternative evaluation methods can be considered:

· Traffic generation on UE level: 

set N as the number of simulated UEs per cell, derive the total traffic load per cell Tc based on the connection density target and the traffic model, derive the traffic load per simulation UE Ts by Tc/N, generate the traffic for each simulation UE based on Ts and Poisson arrival. 

In this method, the N simulated UEs would bear the traffic of massive devices in a balanced manner, but the number of simulation UEs cannot be set very small, otherwise the traffic on per simulation UE would be high, and a UE would not transmit a new packet if the transmission of the old packet is not finished. That would not reflect the real traffic load and would affect the validity of the simulation results.

· Traffic generation on cell level: 

set N as the number of simulated UEs per cell, derive the total traffic load per cell Tc based on the connection density target and the traffic model, generate the traffic for each cell based on Tc and Poisson arrival, allocate an arrival traffic to a simulation UE in idle state.

In this method, the N simulated UEs would bear the traffic of massive devices in an unbalanced manner since some UEs may need long time to finish the transmission of a packet. The unbalanced characteristic would not match well the traffic model on per UE level defined in the simulation assumption. And also the number of simulation UEs cannot be set too low.

A more reasonable method is that a simulated UE is not allowed to bear multiple packets within the time interval of packet dropping timer, i.e. it can only bear one packet within the packet dropping timer. This method could reflect the real traffic load and obtain reliable simulation results. Similarly, the number of simulated UEs need to be set large, and can be calculated by (here assuming traffic inter-arrival time is larger than the configured simulation time ):

Number of simulation UEs = Number of traffic sessions during the configured simulation time * (packet dropping timer / configured simulation time)

Due to large number of simulated UEs, simple fast fading model can be considered in the system level simulation in order to reduce the simulation complexity.

Observation 4: The following performance metric can be considered for system level simulation for NOMA in mMTC: (1) Packet drop rate vs. packet arrival rate, based on the evaluation results, connection density and connection efficiency can be derived and reported. (2) Latency distribution, which can be shown to demonstrate the benefits of NOMA.

Observation 5: System level simulation with non-full buffer traffic in urban coverage for massive connection scenario can be performed for NOMA in mMTC.

Observation 6: Coverage requirement of mMTC should be reflected by coupling loss and guaranteed in the simulation assumptions.

Observation 7: The number of simulated UEs needs to be set large, and therefore simple fast fading model can be considered in the system level simulation for NOMA in mMTC in order to reduce the simulation complexity.
· Evaluation assumptions

Based on the discussion on evaluation methodology, the simulation assumptions shown in Table 4 can be considered as a starting point for discussion on system level simulation for NOMA in mMTC scenario, some parameter assumptions can be further reviewed.
Table 4 System level simulation assumptions for NOMA in mMTC scenario

	Parameters
	Assumptions

	Deployment scenario
	Urban Macro

	Inter-site distance 
	1732 m

	Carrier frequency 
	700 MHz

	System BW 
	10 MHz

	Subcarrier spacing 
	15 kHz

	TTI length 
	1 ms

	Number of subcarriers per RB
	12

	OFDM symbols
	14 symbols per TTI, 12 symbols for data transmission

	Simulation bandwidth
	Reported by companies

	Channel model
	TR 36.873 3D UMa, simple fast fading model can be considered

	Total transmit power per TRxP
	43 dBm for 10 MHz bandwidth

	UE power class
	23 dBm

	UE power control 
	Reported by companies

	UE deployment
	20% outdoor, 80% indoor;

Randomly and uniformly distributed over the area

	UE speeds of interest
	3 km/h for indoor, 30 km/h for outdoor

	BS antenna configurations
	2 Rx as baseline

	BS antenna height 
	25 m

	BS antenna element gain + connector loss
	Follow TR36.873, 8dBi

	BS receiver noise figure
	5 dB

	UE antenna configurations
	1 Tx

	UE antenna height
	Follow TR 36.873

	UE antenna gain
	Follow TR 36.873, 0dBi

	UE receiver noise figure
	9 dB

	Thermal noise level
	-174 dBm/Hz

	UE density
	K UEs per TRxP, K is reported by companies

	Traffic model
	Non-full buffer: FTP model 3 with Poisson arrival, packet arrival rate is 1 packet/2hours/device, packet size is 32 bytes, packet dropping timer is 10 seconds

	Feedback assumption & Link adaptation assumptions
	Reported by companies

	Channel estimation
	Realistic channel estimation, ideal channel estimation results can also be reported.

	BS receiver
	Reported by companies, baseline is MMSE-IRC

	Performance metric
	Packet drop rate vs. packet arrival rate, Connection density, connection efficiency, latency, others are not precluded.


Proposal 3: The simulation assumptions in Table 4 can be considered as a starting point for discussion on system level simulation for NOMA in mMTC.
2.4. Others
The physical abstraction for link to system modeling in Release 14 New RAT multiple access evaluation [4] can be used as a starting point, additional link to system modeling can be also considered.

For system level simulation on NOMA schemes with grant-free transmission in different scenarios, the benchmark for comparison can be OFDM contention based multiple access, comparison between different NOMA schemes can be also considered.

In addition, realistic issues for grant-free transmission shall be considered in the simulation, including UE identification, channel estimation, etc.

3. Conclusions

In this contribution, system level evaluation methodology and assumptions for NOMA are discussed in different scenarios, including eMBB, URLLC and mMTC.
Based on this contribution, we make the following observations and proposals:

Observation 1: For NOMA applied to eMBB, the performance metrics of packet error rate, data rate or throughput can be simulated by SLS with non-full buffer traffic, and correspondingly the supported traffic load or system capacity can be derived with the packet error rate no more than a threshold. Transmission latency and signaling overhead can be analyzed and reported as well.
Observation 2: It would be better to perform system level simulation with non-full buffer traffic to evaluate the performance of NOMA for URLLC.

Observation 3: The simplified system level simulation method described in this contribution can be considered to evaluate the performance of NOMA for URLLC. Based on this method, percentage of users satisfying reliability and latency requirements under configured traffic load can be simulated, and correspondingly the supported traffic load or system capacity can be derived with the percentage no less than a threshold.

Observation 4: The following performance metric can be considered for system level simulation for NOMA in mMTC: (1) Packet drop rate vs. packet arrival rate, based on the evaluation results, connection density and connection efficiency can be derived and reported. (2) Latency distribution, which can be shown to demonstrate the benefits of NOMA.

Observation 5: System level simulation with non-full buffer traffic in urban coverage for massive connection scenario can be performed for NOMA in mMTC.

Observation 6: Coverage requirement of mMTC should be reflected by coupling loss and guaranteed in the simulation assumptions.

Observation 7: The number of simulated UEs needs to be set large, and therefore simple fast fading model can be considered in the system level simulation for NOMA in mMTC in order to reduce the simulation complexity.
Proposal 1: The simulation assumptions in Table 1 can be considered as a starting point for discussion on system level simulation for NOMA in eMBB.
Proposal 2: The simulation assumptions in Table 2 can be considered as a starting point for discussion on system level simulation for NOMA in URLLC.
Proposal 3: The simulation assumptions in Table 4 can be considered as a starting point for discussion on system level simulation for NOMA in mMTC.
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