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Introduction
In the RAN1 #90 meeting, the following agreement was made for CB segmentation [1]: 
Agreement:
· Equal code block size after segmentation
In the RAN1 #90bis meeting, the following agreements were made for TBS aspects [2]: 
Agreement:
· Calculate an “intermediate” number of information bits NRE*v*Qm*R  where 
· v is the number of layers, 
· Qm is the modulation order, obtained from the MCS index
· R is the code rate, obtained from the MCS index
· NRE is number of resource elements
· NRE = Y* #PRBs_scheduled
· When determining NRE (number of REs) within a slot
· Determine  X =  12* #OFDM_symbols_scheduled – Xd – Xoh 
· Xd = #REs_for_DMRS_per_PRB in the scheduled duration
· Xoh = accounts for overhead from CSI-RS, CORESET, etc. One value for UL, one for DL.
· Xoh is semi-statically determined
· Quantize X into one of a predefined set of values, resulting in Y
· [8] values
· Should allow for reasonable accuracy for all transmission durations
· May depend on the number of scheduled symbols
· FFS: floor, ceiling or some other quantization
· Note: quantization may not be needed
· FFS: Quantization step should ensure the same TB size can be obtained between transmission and retransmission, irrespective of the number of layers used for the retransmission. otherwise Xd has to be independent of the number of layers
· Obtain the actual TB size from the intermediate number of information bits according to the channel coding decisions
Agreement: 
· TBSs are byte-aligned

Agreement: 
· TBS determination for all code rates shall ensure that no zero padding is necessary with BG1 segmentation; TBS determination shall also strive to achieve no zero padding also with BG2 segmentation; any special cases are only permitted for BG2. 
· If needed for BG2 segmentation, zero padding is added during segmentation, with the padding being placed at the beginning of the first code block prior to CB-CRC calculation; padding bits are transmitted. 

In this contribution, we would like to provide our views on TBS determination. There are 3 guidelines for TBS determination: The 1st guideline is to specify the TBS space with valid TBS candidates following the agreements, the 2nd guideline is to have a reduced TBS set so that each TBS can be associated with multiple MCS indices, and the 3rd guideline is a simple mapping from the intermediate number of information bits into the TBS. 
This contribution is revised from R1-1719579.
Design Space of TBS
For convenience, throughout this document TBS is referred to the size of a TB including CRC attachment following 3GPP agreements.
Denote the minimum TBS by  and the maximum TBS by . Following the agreement that a TBS is byte-aligned, we can first narrow down the design space of the TBS by constraining the TBS candidates as follows:
(1)  ;
(2)  is an integer multiple of 8.
The largest code block (CB) size for BG1 without CRC is 8424 and the largest CB size for BG2 without CRC is 3816. Then, following the agreement that the CB sizes are equal after segmentation, for BG1 and BG2, respectively, we have the following two constraints
(a)  is an integer multiple of , ie. 
(b)  is an integer multiple of  , ie. 
Assuming  and , where 16 and 391656 are the smallest and the largest TBSs in LTE, respectively. TBSmin and TBSmax can be changed according to the agreement of NR. We compare several ways to determine TBS candidates, as shown in Table 1. The overhead ratio for TBS k is defined as 
,
where  is the maximum required number of padding bits and k is the TBS candidates index {1, maximum number of TBS index}.
[bookmark: _Ref498719486]Table 1: Comparison of TBS candidates selection (, )
	
	 is an integer multiple of
	# of TBS candidates
	Worst overhead ratio ()

	BG1
	
	9432
	0.09%

	
	
	4677
	0.09%

	BG2
	
	52602
	0.21%

	
	
	2532
	0.21%

	BG1 & BG2
	
	3200
	3.45%

	
	
	1766
	5.88%

	
	
	1451
	11.59%

	
	
	1392
	8.52%

	
	
	1078
	22.22%



Proposal 1: In TBS determination, MAC overhead should be considered as one of the metrics. Less than 4% MAC overhead for TBS determination as in LTE can be regarded as baseline requirement.
Large packets can continue to be segmented into TBs without any zero padding in the MAC layer. Although the MAC overhead would impact the last TB in transmission, it is an important metric for evaluating TBS determination.
Proposal 2: In TBS determination, TBS set with more elements would increase the gNB scheduling complexity. It is preferred that the TBS set is kept small, but with equivalent MAC overhead to LTE.
The total number of TBS in LTE is in the order of 200 and the worst overhead ratio is roughly 4%. From Table I, we use n as an integer multiple of all of the formulas in Table 1, each of which is a combination of the agreements that the CB sizes are equal after BG1 or (and) BG2 segmentation and TBS byte aligned, to evaluate MAC overhead. We have the following observations:
Observation 1: If BG1 and BG2 each has its own TBS set, then constraining TBS to be an integer multiple of 
8×ceil and , for BG1 and BG2 respectively, suffices to reach the overhead ratio 4% as in LTE.
Based on proposal 2, we discard the selections of LCM(8, ceil(n/C1)) and LCM(8, ceil(n/C2)) for TBS with more elements.
Observation 2: If BG1 and BG2 share the same TBS set, then constraining TBS to be an integer multiple of 
LCMcan reach the same overhead ratio 4% as LTE. 
From the operation perspective, it would be more convenient to have one single TB set for both BG1 and BG2. Thus, we have the following proposal. 
Proposal 3: Under the constraint of MAC overhead, each TBS is valid for both BG1 and BG2 in TBS determination.
Proposal 4: Each TBS is an integer multiple of .
We have one final remark for this section. Considering the formula for the intermediate number of information bits, each term can be upper bounded as , #PRBs_scheduled, , , and . Then, the largest intermediate number is upper bounded by 1478400. If we consider  and check the overhead ratio for the proposed TBS candidate sets, there will be only 8 TBS’s with overhead ratio larger than 4% (all below 10%). Such small exception is acceptable. 
Reduction of TBS Candidates
The 2nd guideline is introduced to reduce the supported number of TBS values so that each TBS value in the final TBS set can be connected to as many MCS indices as possible. However, a low overhead ratio is also desired, which requires the TBS set to be sufficiently fine. In other words, larger TBS steps lead to more MCS indices associated with the same TBS but higher MAC overhead ratio. Smaller TBS steps result in less or even no MCS indices associated with the same TBS but lower MAC overhead ratio. There exists a tradeoff between these two factors. 
The proposed recursive scheme reduces the number of TBS candidates while maintaining the desired overhead ratio at the same time. To see this, assume that now we have  in the TBS output set and we need to decide the next TBS value, i.e. . Given that the desired (worst-case) overhead ratio is r and thus it is desirable that 

After some manipulations, we get 
.
Thus, if there exist TBS candidates between  and , it suffices to keep the largest one to maintain the desired overhead ratio r. To further narrow down the TBS set resulting from the 1st guideline, we can start from the smallest TBS and use the following recursive scheme: First,  is the smallest TBS candidate. Then, for , 
,
where k is the TBS candidates index {1, maximum number of TBS index}.
Note that sometimes the above set can be empty if the desired overhead ratio r is less than the worst overhead ratio of the TBS candidate set. If it is the case, we set 
.
As shown in Table 2, the number of TBS candidates can be greatly reduced by applying the above recursive scheme.
Proposal 5: Consider the proposed recursive scheme to reduce the TBS candidates and to define the final TBS set.
Table 2: Number of TBS candidates under different overhead ratios (, )
	
	
	
	
	

	BG1
	
	198
	162
	136

	BG2
	
	200
	162
	137

	BG1 & BG2
	
	207
	166
	139

	BG1 & BG2
	
	205
	167
	143



We can see from Table 2 that after reducing the TBS candidates, the number of TBS candidates of only BG1 supported or only BG2 supported is in the same order or same value of that of both BG1 and BG2 supported. It means that TBS supported for both BG1 and BG2 segmentation would result almost no degradation when compared with TBS supported either BG1 or BG2 segmentation.

Mapping from Intermediate Number to TBS Value
Since the size of the set of intermediate numbers is very large, mapping from intermediate number to TBS value directly would result in a cumbersome look-up table. Thus, some additional quantization is required to simplify the specification and operation. A simple approach is to quantize (rounding, ceiling, floor) the intermediate numbers to some uniformly distributed numbers and then map these numbers to the actual TBS values. It is desirable that the set of uniformly distributed numbers has a smaller cardinality.
Figure 1 shows the TBS set where each member n is an integer multiple of  and the recursive scheme with r=4% is applied. As can be seen, the step size increases exponentially. Thus, if we naively use a small step size to specify the quantization set, there will be many redundant points for large TBS’s. A more efficient way is to first apply a logarithmic function before quantization, i.e., , where x is an intermediate number. Note that the logarithmic function is order-preserving and for the ease of implementation, the base of log function should be set to 2. For example, considering the TBS set in Figure 1, the required number of quantization points is 47725 without applying a logarithmic function. However, it reduces to 870 after applying the log2(.) function. Thus, we have the following proposal.
Proposal 6: Use a logarithmic function to facilitate the mapping from intermediate numbers to actual TBS values.
[image: ]
Figure 1. The TBS set where each member n is an integer multiple of  and the recursive scheme with r=4% is applied.
Procedure of TBS Determination 
In this section, we provide a specific procedure for TBS determination following the mentioned guidelines.  Specifically, the intermediate number of information bits is mapped to a valid TBS by the following procedure:
Step 1: Compute 
TBS,
where . Step 1 was proposed in [3]. and a similar scheme can be found in [4]. We remark that this step has implicitly taken the 2nd and the 3rd guidelines into account.
Step 2: Compute 
.
If CB byte-alignment is desired, the 2nd step can be replaced by 
.

Then, we use the computed TBS and the code rate in the MCS table to perform BG selection according to the 3GPP agreements.
Finally, we evaluate the number of available MCS indices for each TBS value mapped to by at least one intermediate number. We consider  proposed in [5], #PRB_scheduled = 1,2,…,272, v = 1,2,3,4 and the 256-QAM MCS table proposed in [7]. The scheme proposed in [6] is also plotted for comparison. Figs. 2 (a), (b), and (c) show the number of available MCS indices versus different TBS for BG1 with BG1 and BG2 supported without zero padding, with BG1 and BG2 supported without zero padding and CB is byte aligned, proposal of [6]. It can observe that Figs. (a) and (b) have more MCS indices supported when TBS is lower than 1000.  Figs. 3 (a), (b), and (c) show the number of available MCS indices versus different TBS for BG2 with BG1 and BG2 supported without zero padding, with BG1 and BG2 supported without zero padding and CB is byte aligned, proposal of [6]. Similar behaviour as Fig. 2 can be observed, our proposed method can have more available MCS indices than proposal of [6] when TBS is small. 
[image: ]  [image: ] [image: ]
(a)        									  (b)											(c)
Figure 2. Number of available MCS mapped to TBS (BG1).
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(a)        									  (b)											(c)

Figure 3. Number of available MCS mapped to TBS (BG2).
    
Conclusion
The following summarizes the observations and proposals in this contribution.
Observation 1: If BG1 and BG2 each has its own TBS set, then constraining TBS to be an integer multiple of 
8×ceil and , for BG1 and BG2 respectively, suffices to reach the overhead ratio 4% as in LTE.
Observation 2: If BG1 and BG2 share the same TBS set, then constraining TBS to be an integer multiple of 
LCMcan reach the same overhead ratio 4% as LTE. 
Observation 3: For the design of TBS set, tradeoff exists between the overhead ratio and the number of available MCS indices.
Proposal 1: In TBS determination, MAC overhead should be considered as one of metrics. Less than 4% MAC overhead for TBS determination as in LTE can be regarded as baseline requirement.
Proposal 2: In TBS determination, TBS set with more elements would increase the gNB scheduling complexity. It is preferred that the TBS set is kept small, but with equivalent MAC overhead to LTE.
Proposal 3: Under the constraint of MAC overhead, each TBS is valid for both BG1 and BG2 in TBS determination.
Proposal 4: Each TBS is an integer multiple of .
Proposal 5: Consider the proposed recursive scheme to reduce the TBS candidates and to define the final TBS set.
Proposal 6: Use a logarithmic function to facilitate the mapping from intermediate numbers to actual TBS values.
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Separate TBS sets [6]
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