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1 	IntroductionWorking Assumption for UCI:
· Nmax,UCI =1024
· Optimise code design for K up to 200
· Also aim for code design that supports values of K up to 500 with good performance, typically using higher code rates 
· Without prejudice to the final design, companies are encouraged to investigate advanced code rate matching schemes until RAN1#88bis
· Working assumption can be revisited at RAN1#88bis if it does not prove to be possible to generate a good code design with Nmax,UCI =1024

[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]In RAN1 #88 meeting, the following working assumption has been made on maximum UCI size, 
which has been further confirmed in the following RAN1 #89 meeting,Working Assumption is confirmed: 
· Maximum code size, Nmax=2n, at the output of Polar encoding for Uplink Control Information (UCI) is:
· Nmax,UCI = 1024 for uplink control information


Against such background, previous studies in [1] - [7] notice the issue of performance degradation when repetition based rate matching is employed to provide support for large UCI size. Instead, segmentation of original UCI block into two equally sized segments seems to give satisfactory results.
In RAN1 #90bis meeting, UCI segmentation has been agreed as follows. Agreement: 
· UCI segmentation into two segments with equal segment sizes (with a single zero-padding bit inserted at the beginning of the first segment if needed) is used for certain ranges of K (before segmentation) and R, e.g. K>= threshold (e.g. 352) and R<= threshold (e.g. 0.4)
· exact values FFS until RAN1#91
· CRC appended to the first segment is calculated based on the first segment only
· CRC appended to the second segment uses the same polynomial as for the first segment, and is calculated based on the second segment only


However, the procedures for encoding and corresponding decoding chain are not yet defined with the presence of segmentation/concatenation module. For instance, [4] suggested to perform concatenation of two segments between rate-matching and triangular channel interleaver. On the other hand, each segment could also be encoded, rate-matched and channel interleaved individually and independently before concatenation as shown in Fig. 3 of [5].
Additionally, an extra step of bit-wise interlacing is introduced in both [4] and [5] during concatenation stage in order to boost error performance.
In this contribution, we investigate the impact of concatenation module placed at different locations. We also discuss if the extra complexity of bit-wise interlacing would worth the effort. Answers to these two questions could be helpful to finalize the most suitable encoding/decoding procedures for large UCI with the presence of segmentation.
2 	Discussion
Concatenation module can be placed at two possible locations in the encoding chain, two candidates are depicted below. The one on the left is referred to as Scheme#1, whilst the other one is Scheme#2.
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Figure 1. Encoding procedure candidates. Scheme #1 (left) and Scheme #2 (right).
Simulations are conducted with a wide combination of information block size and coding rates, such that block error performance of different encoding procedures is comprehensively evaluated. For both Scheme#1 and Scheme#2, bit-wise interlacing concatenation and sequential concatenation are evaluated, which are labelled as ‘bit’ and ‘seq’ in the legend. Simulation assumptions are summarized in Table 1.
Table 1: Simulation parameters for evaluation
	Channel
	Fading channel

	Modulation
	QPSK

	Code construction
	CA Polar with 11-bit CRC (D11+ D10+ D9+ D5+ 1)

	Rate-matching
	Merged rate matching option 2 in R1-1715000

	Decoding algorithm
	SCL with L=8

	Segmentation
	Equal-size segmentation with CRC attached to each segment as per #90bis agreement
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Figure 2. SNR versus BLER performance for info bits + CRC block size = 300. Left = Scheme#1. Right = Scheme#2.
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Figure 3. SNR versus BLER performance for info bits + CRC block size = 350. Left = Scheme#1. Right = Scheme#2.
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Figure 4. SNR versus BLER performance for info bits + CRC block size = 400. Left = Scheme#1. Right = Scheme#2.
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Figure 5. SNR versus BLER performance for info bits + CRC block size = 450. Left = Scheme#1. Right = Scheme#2.
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Figure 6. SNR versus BLER performance for info bits + CRC block size = 500. Left = Scheme#1. Right = Scheme#2.

2.1 Observations of simulation results
According to the BLER figures shown above, the observations are three-fold.
1. Location of the concatenation component itself makes no difference in all evaluated combinations of block size and coding rate, except Scheme#2 underperformed in 1-2 cases when the coding rate is very high (close to 0.5). This could be explained by the fact that high coding rate leads to shorter coded block size, two half-length triangular interleavers from Scheme#2 might not be able to provide sufficient interleaving with the reduced interleaving depth. The most noticeable BLER difference from all tested cases is ~0.05dB.

2. In regard to the bit-wise interlacing introduced in the concatenation stage, it provides negligible benefit for Scheme#1 and very limited improvement for Scheme#2 in terms of block error rate. As stated above, two half-length triangular interleavers offer less degree of freedom compared with the full-length interleaver used in Scheme#1. Obviously, additional bit-wise interlacing compensates for the inadequacy of interleaving gain leading to slightly lower error rate. On the other hand, the polar-encoded and rate-matched bits are sufficiently interleaved in Scheme#1 with one bigger triangular interleaver. As a result, the extra step of bit-wise interlacing makes no significant impact to block error performance. Overall speaking, bit-wise interlacing brings 0.05~0.08dB improvement in the best-case scenario at the cost of extra implementation complexity.
3. It is also observed that the interlacing gain is insensitive to the information block size K, but slightly scales with the coding rate. Specifically, BLER improvement becomes more noticeable as the coding rate increases as bit-wise interlacing provides further randomness as good compensation, especially when interleaving depth is limited due to short transmission block size. 

Observation 1: Location of the concatenation component itself makes no difference in all evaluated combinations of block size and coding rate, except Scheme#2 underperformed in 1-2 cases when the coding rate is very high (close to 0.5).
Observation 2: Bit-wise interlacing provides negligible benefit for Scheme#1 and very limited improvement for Scheme#2 in terms of block error rate.
Observation 3: Interlacing gain is insensitive to the information block size K, but slightly scales with the coding rate. Higher coding rate would result in more noticeable interlacing gain.

2.2 Complexity of triangular interleaver
If measure the complexity of triangular interleaver by the memory elements it consists of, two half-length triangular interleavers incur comparable overall complexity. For instance, K = 250~500, we are able to find the smallest triangle that is able to accommodate the coded bits and then we compute the total number of memory elements consumed for each K and take the average.
· two half-length triangular interleavers: 776
· single full-length triangular interleaver:769
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Figure 7. Complexity comparison of interleaver used in Scheme#1 and Scheme#2.


Observation 4: Single full-length triangular interleaver employed in Scheme#1 and two half-length triangular interleavers in Scheme#2 have comparable overall complexity.

2.3 Proposal for large UCI segmentation
According to the simulation figures and analysis in the previous section, it is straightforward to conclude that no tangible improvements can be observed by incorporating bit-wise interlacing during block concatenation at the cost of extra complexity. A simple sequential concatenation would give almost the same error performance in all studied cases. Moreover, Scheme#1 is preferred as it is slightly simpler and there is no performance degradation compared with Scheme#2. Hence, we make the following proposals,
Proposal 1: Bit-wise interlacing is not necessary and should NOT be included for implementation simplicity.
Proposal 2: Concatenation is preferred to place after the rate-matching, prior to triangular interleaver, and a single full-length triangular interleaver should be adopted.

3	Conclusion
In this contribution, the detailed procedures for encoding and corresponding decoding chain are investigated with the presence of segmentation/concatenation module. We have following observations and proposals. 
Observation 1: Location of the concatenation component itself makes no difference in all evaluated combinations of block size and coding rate, except Scheme#2 underperformed in 1-2 cases when the coding rate is very high (close to 0.5).
Observation 2: Bit-wise interlacing provides negligible benefit for Scheme#1 and very limited improvement for Scheme#2 in terms of block error rate.
Observation 3: Interlacing gain is insensitive to the information block size K, but slightly scales with the coding rate. Higher coding rate would result in more noticeable interlacing gain.
Observation 4: Single full-length triangular interleaver employed in Scheme#1 and two half-length triangular interleavers in Scheme#2 have comparable overall complexity.
Proposal 1: Bit-wise interlacing is not necessary and should NOT be included for implementation simplicity.
Proposal 2: Concatenation is preferred to place after the rate-matching, prior to triangular interleaver, and a single full-length triangular interleaver should be adopted.
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