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1 Introduction

This contribution considers HARQ operation, including HARQ process determination considering the processing time, HARQ-ACK timing indication, and HARQ-ACK feedback design for single cell operation. The HARQ-ACK feedback for CA is discussed in our companion contribution [1]. 

2 HARQ process 
2.1 UE Processing Time
The followings were agreed in RAN1 90b meeting related to UE processing timing in NR.  
	Agreements:

· Finalize Table 1 as the baseline UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.
· Finalize Table 2 as the aggressive UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.

· FFS: if reduced processing time is achieved with a semi-statically reduced bandwidth and throughput capability relative to the peak rate supportable by the UE.
· Further determine (N1,N2) processing times for two UE capabilities in carrier aggregation, mixed numerology, higher order modulation cases, and for mini-slot scheduling. 

· For a given configuration and numerology, a UE indicates only one capability for N1 (or N2) based on the corresponding entry for N1 (or N2) from either Table 1 or Table 2.

· FFS: if multiple capabilities can be reported with different throughput constraints for N1 (or N2).
Table 1. UE Processing Time and HARQ Timing (Capability #1)

Configuration

HARQ Timing Parameter

Units

15 KHz SCS

30 KHz SCS

60 KHz SCS

120 KHz SCS

Front-loaded DMRS only
N1

Symbols

[8]
[10]
[14]
[14-21]
Front-loaded + additional DMRS
N1

Symbols

[13]
[13]
[17]
[21]
Frequency-first RE-mapping
N2

Symbols

[9]
[11]
[17]
[31]
Table 2. UE Processing Time and HARQ Timing (Capability #2)
Configuration

HARQ Timing Parameter

Units

15 KHz SCS

30 KHz SCS

Front-loaded DMRS only
N1

Symbols

[2.5-4]
[2.5-6]
Front-loaded + additional DMRS
N1

Symbols

[12]
[12]
Frequency-first RE-mapping
N2

Symbols

[2.5-6]
[2.5-6]



For UE scheduling in consecutive slots, the number of HARQ processes should be determined by the HARQ RTT. For example, if the HARQ RTT is 8 slots, then the number of HARQ processes for a UE should be at least 8 for contiguous data scheduling. The minimum processing delay and HARQ RTT depends on the UE capability, where the capabilities are for the minimum processing time of K0, K1, K2. The important issue is the maximum value supported in NR specifications regarding the minimum UE processing time. This also affects the required soft buffer size for a UE. Although the LTE value of K1=4 can be reduced, it is preferable to not mandate such reduction for all UE categories in Phase I. The network can account for other delays such as fronthaul/backhaul, propagation, etc. When processing delay and HARQ RTT are discussed, the baseline for Phase 1 can be the timing of LTE.

The minimum HARQ RTT is dependent on processing time, timing advance, and so on. It was agreed that HARQ-ACK and UL scheduling timing can be indicated by higher layer signaling, L1 signaling, or both. Therefore, HARQ RTT can be variable and, to maximize soft buffer utilization, the maximum number of HARQ processes may need to also be variable. 

When we consider the above candidate factors of processing time, NR can support the processing time given by the following table for non-CA case. 
Proposal 1: The following tables are used for UE processing time for non-CA case.
Table 1. UE Processing Time and HARQ Timing (Capability #1)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
	120 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	8
	10
	14
	18

	Front-loaded + additional DMRS
	N1
	Symbols
	13
	13
	17
	21

	Frequency-first RE-mapping
	N2
	Symbols
	9
	11
	17
	31


Table 2. UE Processing Time and HARQ Timing (Capability #2)
	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	3
	5

	Front-loaded + additional DMRS
	N1
	Symbols
	12
	12

	Frequency-first RE-mapping
	N2
	Symbols
	5.5
	5.5


3 HARQ-ACK timing indication 
The following were agreed in previous RAN1 meetings related to the HARQ-ACK timing indication in NR.  

	Agreements:

· The timing between DL data transmission and acknowledgement is determined based on 0 or [2] bits in DCI 

· For both slot and non-slot scheduling, the timing provides the indication to determine the slot and the symbol(s) for the HARQ-ACK transmission

· In case of [2]-bits, FFS the actual set of values for slot-based scheduling and non-slot based scheduling, respectively

· In case of 0-bit, FFS how to determine the single timing (e.g., UE capability dependent, whether or not to have RRC configuration, the interactions with different cases (e.g., initial access), etc.)

· FFS whether or not to have separate information fields or a same information field for HARQ-ACK resource determination and HARQ-timing determination


 The appearance of HARQ-ACK timing bit field is configured by gNB. In case of dynamic HARQ-ACK timing, it is indicated by a field in the DCI from a set of values that are configured by higher layer signaling. Since the starting symbol of PUCCH is already captured as one parameter of PUCCH resource configuration, only slot information for HARQ-ACK transmission should be configured by HARQ-ACK timing and conveyed by this bit field. When a UE is configured both “slot and non-slot based scheduling”, the sets of HARQ-ACK timing values can be configured separately considering that “non-slot scheduling” may target services with much lower latency than “slot scheduling”. Though “non-slot scheduling” is suitable for low latency service, where HARQ-ACK timing is typically smaller than one slot (K1=0), “non-slot scheduling” is also useful in other scenarios with less stringent HARQ-ACK timing, e.g., for multi-beam TRP. Therefore, the granularity of HARQ-ACK timing need not be restricted to symbol-level for non-slot based transmission.  
In case of 0-bit, the single timing should be determined by either higher-layer signaling or be default in the specification (e.g. when higher layer signaling is not provided). HARQ-ACK timing during the initial access or RRC reconfiguration cannot rely on UE-specific RRC signaling. A reference HARQ-ACK timing can be broadcasted via SIB or a default value can be used, e.g., K1 =4 slots as in LTE. The same mechanism can be applied toDCIs detected in common search space such as fallback DCIs.  

Proposal 2: Regarding HARQ-ACK timing, 

· Sets of HARQ-ACK timing values are separately configured by higher layer signaling for slot and non-slot based scheduling.
· When HARQ-ACK feedback timing bit field is not present in DCI, a single value, either broadcasted via SIB or specified, is used. 

4 HARQ-ACK feedback 

For single cell operation, there are two dimensions for HARQ-ACK multiplexing. 

· A time dimension for HARQ-ACK multiplexing across multiple slots/mini-slots. 

· A CBG dimension for HARQ-ACK multiplexing across multiple CBGs. 

A unified solution supporting all these dimensions should be strived for. Similar as LTE, both semi-static and dynamic HARQ-ACK codebook are supported for single cell operation. The details need to be finalized. 
	Agreements:

· For NR non-CA, both semi-static and dynamic HARQ-ACK codebook are supported by configuration
· Note: the “by-configuration” is also applicable to the CA case
Agreements:

· Dynamic HARQ-ACK codebook (per PUCCH group) for the case without CBG configuration

· HARQ-ACK codebook determination based on counter DAI and total DAI

· Use LTE as starting point

· FFS details
Agreements:

·  ‘Semi-static’ HARQ-ACK codebook (per PUCCH group) is at least determined by 

· Configured number of DL Cells

· The max number of TBs based on configuration for each DL cell

· Configured number of CBGs per TB per configured DL cell

· FFS: Handling of different numerology between UL and DL

· Details FFS

· Dynamic HARQ-ACK codebook (per PUCCH group) with CBG configuration at least for one serving cell

· Details FFS


4.1 Semi-static HARQ-ACK codebook 
In LTE, the UL subframe for HARQ-ACK transmission has a fixed timing relation relative to DL subframe(s) of corresponding PDCCH/PDSCH receptions. To enable more flexible operation and dynamic slot structure, flexible/configurable HARQ-ACK timing is adopted by NR. With flexible HARQ-ACK timing, the HARQ-ACK bundling window size can be variable. The potential bundling window for a UL slot can be derived from a higher-layer configured range for HARQ-ACK timing, i.e., the start of the window is determined by the minimum value of HARQ-ACK timing while the end of the window corresponds to the maximum value of HARQ-ACK timing. In RAN1#90bis meeting, the following four options are discussed in offline session regarding how to define the HARQ-ACK codebook within the potential bundling window. 

· Option 1:
· Counter DAI indicates location of HARQ-ACK bits in HARQ-ACK codebook per DL cell 
· Codebook size quantization (e.g. 8, 12, …) to minimize ambiguity
· gNB can modify DAI to minimize ambiguity
· DL association set is dynamically determined
· DL association set starts from first slot where PDSCH is associated to UCI transmission in certain UL slot 
· Last slot of the DL association set is the last PDSCH slot for which UE can prepare HARQ ACK in time given the configured UE processing time.
· Option 2:

· Counter DAI indicates location of HARQ-ACK bits in HARQ-ACK codebook per DL cell
· Semi-statically configure a set of HARQ-ACK codebook sizes and select with HARQ-ACK resource indicator. 
· Option 3: 
· Semi-static configuration of UL association set
· Set defines the slot(s) where the HARQ feedback for a PDSCH will be multiplexed
· Option 4

· gNB configures DL association set size and maximum number of DL assignments the UE is expected to receive during the DL association set size

· DAI indicates number/index of DL assignment in the DL association set
The pros/cons of the above options are discussed  below. 
1) Option 1 has error cases or requires prediction
According to the offline session in RAN1#90bis, there actually exists multiple variations of Option 1 (denoted as a, b, c below). However, all variations are not robust for missing PDCCH. 

a) DL association set may include all scheduled PDSCH and include all empty slots after the last scheduled PDSCH. Codebook size equals to the number of slots in the DL association set. Counter DAI is used to order HARQ-ACK bits in the DL association set. However, if the last PDCCH/PDSCH is missed at UE, UE may be confused on the exact codebook size. As shown in Figure 1, if there are 5 slots (0~4) in the potential bundling window, gNB schedules PDSCH in slot 1 and 3 by counter DAI 1 and 2 respectively, then DL association set consists of slot 1, 3 and 4. However, if UE miss-detects PDCCH in slot 3 with DAI=2, UE will assume DL association set includes slot 1, 2, 3 and 4. 
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Figure 1: DL association set ambiguity 
b) DL association set may start from the first slot with scheduled PDSCH in the potential bundling window, and includes all slots after the first slot. Codebook size equals to the number of slots in the DL association set. A UE may be confused on the codebook size if missing the PDCCH in slot with DAI=1. As shown in Figure 2, if there are 5 slots (0~4) in the potential bundling window, gNB schedules PDSCH in slot 1 and 3 by counter DAI 1 and 2 respectively, then DL association set consists of slot 1, 3 and 4. However, if UE miss-detects PDCCH in slot 1 with DAI=1, UE cannot differentiate cases (1) the slot with DAI=1 is slot 0 (DL association set include slot 0/1/2/3/4), or (2) the slot with DAI=1 is slot 1 (DL association set include slot 1/2/3/4), or (3) the slot with DAI=1 is slot 2 (DL association set include slot 2/3/4). Consequently, UE cannot determine the HARQ-ACK codebook size. 
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Figure 2: DL association set ambiguity
c) DL association set may only include all scheduled PDSCH, while the codebook size is quantized to mitigate confusion. From LTE Rel-8, DAI has a granularity of one. However, in this method, DAI may not indicate consecutive number for the adjacent PDCCH/PDSCH. For example, assuming codebook size is quantized to 4 or 8, gNB may schedule PDSCHs in slot 1, 3 and 4 with DAI equals to 1, 5 and 6. Codebook size is 8 if all PDCCHs are received, and the codebook size is still 8 if the last PDCCH with DAI=6 is missed. But the problem is, if UE miss-detects the last two PDCCHs, UE will consider gNB only schedules PDSCH with DAI=1, hence assumes a wrong codebook size 4. To maintain the same level of reliability as LTE, gNB needs to guarantee the last 4 PDCCHs has the same quantized codebook size. Without the capability of prediction, gNB cannot always do that. If the potential bundling window is not large, it is normally unpractical to always have four PDCCHs with DAI indicating the same quantized codebook size. 
In summary, there is no clean solution in option 1 without codebook size ambiguity.  

2) Option 2 requires prediction
Option 2 derives codebook size in a potential bundling window by dynamic indication in DCI. The indication is jointly coded with ARI.  Option 2 is actually a ‘dynamic version’ of option 4. Such dynamic feature sounds good but nothing comes for free. To realize option 2, gNB needs to predict the number of PDSCHs before the start of a potential bundling window, which contradicts a basic design principle, i.e. no prediction since LTE Rel-8 can be mandated for a scheduler operation for a solution. To mitigate limitation of prediction, one way is to allow a gNB to change codebook size within the potential bundling window. Similar behavior was supported in Rel-13 TDD CA. However, such operation is not robust, especially considering single CC case. For example, if gNB decides to change codebook size in the last PDCCH/PDSCH, but UE misses it. Then, the UE will transmit HARQ-ACK on the PUCCH resource indicated by the 2nd last PDCCH/PDSCH. If the resource is released by gNB and allocated for other purpose, it causes collisions with PUCCH transmission from another UE unless the gNB reserves both resources which results to a waste of PUCCH resource. Another drawback is, with limited bits of ARI, PUCCH resource flexibility would be impacted by jointly coding the HARQ-ACK codebook size and PUCCH resource unless DCI overhead increases which then further diminishes gains from a semi-static-like codebook saving a few HARQ-ACK bits.  

3) Option 3 results in large UCI overhead
Option 3 determines semi-static HARQ-ACK codebook size by the maximum size of above potential bundling window size. That is, codebook size is known by the number of candidate HARQ timings configured by higher-layer signaling, the granularity of PDCCH monitoring occasions in time domain and the PDSCH transmission duration. There is neither error case nor need of prediction, and it saves DAI bits in DL assignment. However, the cost is large UCI overhead. As shown in figure 3, assuming FDD,  RRC configures four possible HARQ-ACK feedback timings (e.g. possible timing is 2, 3, 4 and 6) to provide gNB freedom to organize PDSCH transmission and HARQ-ACK feedback. So, for a given UL slot, e.g., #7 UL slot, the associated bundling window consists of DL slot #1, 3, 4 and 5. UE always determines a codebook size by four PDSCHs though there is enough UL slots. For example, UE generates NACK/DTX for DL slot #1 and #4, and ACK or NACK according to the decoding outcome for DL slot #3 and #5 assuming UE receives the corresponding DL assignment. Actually, in a best case of load balancing, a UL slot only needs to carry HARQ-ACK for one PDSCH. 
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Figure 3: bundling window for dynamic HARQ-ACK timing  
4) Option 4 works with overhead controlled by RRC
Comparing with option 2, the difference is the HARQ-ACK codebook size is semi-statically configured by higher-layer signaling. The UCI overhead is slightly increased, while there is no error case and no need for any additional DCI overhead other than the DAI used to arrange the HARQ-ACK bits in the codebook as usual. 

Comparing with option 3, the UCI overhead can be reduced with marginal impact on HARQ-ACK timing flexibility. As in the example in Figure 3, if the bundling window size is configured to be 2, the gNB can indicate any of one or two slots from the bundling window (slot #1, 3, 4 and 5) to report HARQ-ACK in UL slot #7.  In UL slot #9, HARQ-ACK of DL slot # 7 with DAI=1 is mapped to the first bit in HARQ-ACK codebook and the second bit is a reserved bit with NACK. 
In short, Option 4 provides a good tradeoff between UCI overhead and scheduling flexibility with no error case and minimum DCI overhead.    
Proposal 3: Adopt option 4 for semi-static HARQ-ACK codebook,

· gNB configures DL association set size and maximum number of DL assignments the UE is expected to receive during the DL association set size

· DAI indicates number/index of DL assignment in the DL association set
4.2 Dynamic HARQ-ACK codebook 

Dynamic HARQ-ACK codebook determination is desirable for minimizing HARQ-ACK payload and improving resource utilization and coverage, especially for CA and large ‘bundling window’ sizes. 
If CBG-based HARQ-ACK feedback is not configured, the counter DAI based method from LTE TDD or eCA can be reused. A DAI is determined/accumulated within a bundling window that can include a variable number of PDSCH transmissions and the last PDSCH transmission can be determined from the HARQ-ACK timing indication in the DCI. Overall, the LTE TDD or LTE eCA mechanisms suffice. 
If CBG-based HARQ-ACK feedback is configured, the issue is whether the functionality of DAI needs to be enhanced. If HARQ-ACK feedback only for scheduled CBGs is to be supported, existing DAI with the granularity of per PDSCH transmission cannot indicate missed CBGs, because the number of scheduled CBGs can vary from slot to slot. Besides, with dynamic switch to TB-level feedback by fallback DCI, as shown in Figure 4, the number of HARQ-ACK bits per PDSCH is not fixed even when gNB configures HARQ-ACK feedback per PDSCH according to the configured number of CBGs. Furthermore, if a UE is configured with slot-based scheduling as well non-slot scheduling, while typically TB-level feedback is more proper for non-slot scheduling, the number of HARQ-ACK bits per PDSCH may vary from time to time. Thus, the DAI functionality needs to be modified when CBG-based retransmissions are configured, e.g., CBG-level DAI. The number of DAI bits in the DCI may need to be increased subject to a tradeoff between UCI overhead and DCI overhead [2]. As pointed out in [3], for N CBGs, the DCI overhead increases by log2(N) while the HARQ-ACK payload decreases by a factor of N. There is no additional specification impact relative to TB-based dynamic HARQ-ACK codebook. 
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Figure 4: HARQ-ACK ambiguity for dynamic HARQ-ACK codebook {Legacy Counter DAI}
Proposal 4: For dynamic HARQ-ACK codebook determination, 
· CBG-level DAI is introduced, if CBG-based HARQ-ACK feedback is configured. 
5 Conclusion

This contribution considered HARQ management and feedback, and proposes the following.
Proposal 1: The following tables are used for UE processing time for non-CA case.
Table 1. UE Processing Time and HARQ Timing (Capability #1)

	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS
	60 KHz SCS
	120 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	8
	10
	14
	18

	Front-loaded + additional DMRS
	N1
	Symbols
	13
	13
	17
	21

	Frequency-first RE-mapping
	N2
	Symbols
	9
	11
	17
	31


Table 2. UE Processing Time and HARQ Timing (Capability #2)
	Configuration
	HARQ Timing Parameter
	Units
	15 KHz SCS
	30 KHz SCS

	Front-loaded DMRS only
	N1
	Symbols
	3
	5

	Front-loaded + additional DMRS
	N1
	Symbols
	12
	12

	Frequency-first RE-mapping
	N2
	Symbols
	5.5
	5.5


Proposal 2: Regarding HARQ-ACK timing, 

· Sets of HARQ-ACK timing values are separately configured by higher layer signaling for slot and non-slot based scheduling.
· When HARQ-ACK feedback timing bit field is not present in DCI, a single value, either broadcasted via SIB or specified, is used. 

Proposal 3: Adopt option 4 for semi-static HARQ-ACK codebook,

· gNB configures DL association set size and maximum number of DL assignments the UE is expected to receive during the DL association set size

· DAI indicates number/index of DL assignment in the DL association set
Proposal 4: For dynamic HARQ-ACK codebook determination, 
· CBG-level DAI is introduced, if CBG-based HARQ-ACK feedback is configured. 
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