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1. Introduction

In RAN1#90bis meeting, following agreements were made on HARQ timing, HARQ-ACK multiplexing/ bundling, and the minimum UE processing time for NR [1].
	Agreements:

· The timing between DL data transmission and acknowledgement is determined based on 0 or [2] bits in DCI 

· For both slot and non-slot scheduling, the timing provides the indication to determine the slot and the symbol(s) for the HARQ-ACK transmission

· In case of [2]-bits, FFS the actual set of values for slot-based scheduling and non-slot based scheduling, respectively

· In case of 0-bit, FFS how to determine the single timing (e.g., UE capability dependent, whether or not to have RRC configuration, the interactions with different cases (e.g., initial access), etc.)

· FFS whether or not to have separate information fields or a same information field for HARQ-ACK resource determination and HARQ-timing determination

Agreements:

· NR supports HARQ-ACK bundling in spatial domain for a NR-PDSCH transmission

· FFS details (e.g., whether or not to have RRC configuration, whether to apply to CBG-based HARQ-

ACK or not, etc.)

Agreements:

· For NR non-CA, both semi-static and dynamic HARQ-ACK codebook are supported by configuration

· Note: the “by-configuration” is also applicable to the CA case

Agreements:

· Dynamic HARQ-ACK codebook (per PUCCH group) for the case without CBG configuration

· HARQ-ACK codebook determination based on counter DAI and total DAI
· Use LTE as starting point

· FFS details

Agreements:

· For HARQ-ACK spatial bundling: 

· Support higher layer configuration for spatial-domain bundling per PUCCH group

· Bundling is per cell, and same configuration applies to all the cells

· FFS whether or not to support HARQ spatial bundling in a dynamic manner

Agreements:

· Finalize Table 1 as the baseline UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.

· Finalize Table 2 as the aggressive UE processing time capability in NR Release 15 at least for slot-based scheduling in the non-CA case with single numerology for PDCCH, PDSCH, and PUSCH.

· FFS: if reduced processing time is achieved with a semi-statically reduced bandwidth and throughput capability relative to the peak rate supportable by the UE.

· Further determine (N1, N2) processing times for two UE capabilities in carrier aggregation, mixed numerology, higher order modulation cases, and for mini-slot scheduling. 

· For a given configuration and numerology, a UE indicates only one capability for N1 (or N2) based on the corresponding entry for N1 (or N2) from either Table 1 or Table 2.

· FFS: if multiple capabilities can be reported with different throughput constraints for N1 (or N2).

Table 1. UE Processing Time and HARQ Timing (Capability #1)

Configuration

HARQ Timing Parameter

Units

15 KHz SCS

30 KHz SCS

60 KHz SCS

120 KHz SCS

Front-loaded DMRS only
N1

Symbols

[8]
[10]
[14]
[14-21]
Front-loaded + additional DMRS
N1

Symbols

[13]
[13]
[17]
[21]
Frequency-first RE-mapping
N2

Symbols

[9]
[11]
[17]
[31]
Table 2. UE Processing Time and HARQ Timing (Capability #2)
Configuration

HARQ Timing Parameter

Units

15 KHz SCS

30 KHz SCS

Front-loaded DMRS only
N1

Symbols

[2.5-4]
[2.5-6]
Front-loaded + additional DMRS
N1

Symbols

[12]
[12]
Frequency-first RE-mapping
N2

Symbols

[2.5-6]
[2.5-6]



In this contribution, we discuss and provide our views on the HARQ process for NR in terms of the minimum UE processing time, HARQ timing, and the maximum HARQ process number. In addition, we suggest the HARQ-ACK feedback methods for NR in terms of HARQ-ACK bundling and HARQ-ACK multiplexing based on semi-static/dynamic codebook determination. 
2. HARQ process management for NR
2.1. Minimum UE processing time and HARQ timing
First of all, regarding the factors contributing to the minimum UE processing time (N1, N2), at least following three factors were agreed as the candidates and the specific values/types of those factors were finalized as below. 
· Subcarrier spacing (i.e., SCS)

· 4 values of SCSs: 15, 30, 60, 120 [KHz]
· DMRS pattern (for PDSCH)
· 2 types of DMRS pattern: front-loaded DMRS only, front-loaded + additional DMRS 
· RE mapping (for PUSCH)
· 1 type of RE mapping: frequency-first manner

Based on the above, firstly, the NR UE is required to report its minimum processing time (N1, N2) to the gNB per each of the impacting factors or according to the combination of factors. Secondly, the gNB may be able to estimate the minimum HARQ timing (K1, K2) in slot level per factor for the UE by additionally considering other features such as TA value. Consequently, the UE can be configured with the set of HARQ timing candidates (indicatable by DCI) per each of the factors by gNB based on the reported (N1, N2) and the estimated (K1, K2), with consideration of both HARQ latency reduction and HARQ timing flexibility.
For example, considering that N1 and K1 value for the case with front-loaded DMRS only is smaller than that for the case with additional DMRS, candidate DL HARQ timing (i.e., PDSCH-to-HARQ-ACK delay) set can be configured differently per PDSCH DMRS pattern (e.g. by configuring smaller values for the case with front-loaded DMRS only compared to the case with additional DMRS). 
Moreover, regarding the factors contributing to the minimum HARQ timing (K1, K2) rather than (N1, N2), following two factors can be considered as the candidates. Also for these factors, similarly with the above examples, the UE can be configured with the set of HARQ timing candidates (indicatable by DCI) per each of the factors by gNB. 

· PDCCH time duration

· PDCCH time duration is related to the timing to start channel estimation for PDSCH demodulation (or to start encoding of the scheduled PUSCH) which may impact on the processing time (N1, N2). 

· 3 types of PDCCH duration (1 symbol, 2 symbols, 3 symbols)

· CSI reporting on PUSCH

· CSI reporting on PUSCH is related to the timing to finish encoding of the scheduled PUSCH including CSI calculation which may impact on the processing time N2.

· 2 types of PUSCH processing (with CSI reporting, without CSI reporting)

Besides, it may be necessary to determine the minimum processing time for the mixed SCS case where the SCS for PDSCH (or UL grant PDCCH) and the corresponding HARQ-ACK PUCCH (or PUSCH) is different. In order to avoid various UE implementation and capability in NR system, one possibility could be to consider the absolute time of (N1, N2) for larger SCS between PDSCH (or UL grant PDCCH) and HARQ-ACK PUCCH (or PUSCH) as the minimum processing time for the mixed SCS case. 
In addition, (N1, N2) and the TA values used to determine (K1, K2) would be different according to data type. For example, UE-specific (N1, N2) and actual TA value of the UE need to be considered for UE-specific HARQ timing (K1, K2) corresponding to the unicast data while the agreed baseline (N1, N2) and the maximum TA value need to be considered for the default HARQ timing (K1, K2) corresponding to the Msg3/4 transmission. 

Proposal 1: On top of SCS, DMRS pattern, and RE mapping, PDCCH duration and CSI reporting should be considered as the factors contributing to the minimum UE processing time (N1, N2) or the minimum HARQ timing (K1, K2). 
Proposal 2: NR UE is required to report its minimum processing time (N1, N2) to the gNB per each of the factors, and consequently, the UE can be configured with the set of HARQ timing candidates per each of the factors by gNB based the reported (N1, N2) and the estimated (K1, K2), with consideration of both HARQ latency reduction and HARQ timing flexibility. 
Furthermore, on top of dynamic HARQ-ACK timing indication, it was also agreed that the duration (e.g., the position of starting/ending symbol) of DL data transmission can be semi-statically configured and/or dynamically indicated in DCI [2]. For the reduction of HARQ latency, it can be considered to differently configure HARQ-ACK timing (candidate set) according to the ending symbol of DL data transmission since different ending symbol position can provide different time budget for decoding of the DL data. For example, it can be considered to configure smaller HARQ-ACK timing value(s) for the DL data ending with lower symbol index.
In addition, it was agreed to support in NR that DCI indicates the corresponding DL data reception timing as well as HARQ-ACK transmission timing. Based on this, if the timing indication fields for both DL data reception and HARQ-ACK transmission are included together in a single DCI, it would increase DCI overhead. For this reason, to support DL HARQ operation with dynamic HARQ-ACK timing indication, it is necessary to consider reasonable DCI overhead, for example, by applying dynamic indication only for one between DL data timing and HARQ-ACK timing (where the other timing can be semi-statically configured) or by using joint indication of the two timings. 

Proposal 3: It needs to be supported for latency reduction to configure different HARQ-ACK timing (set) according to the ending symbol of DL data.
Proposal 4: It is necessary to consider reasonable DCI overhead in case with dynamic HARQ timing indication for both DL data and HARQ-ACK.
2.2. HARQ process number and soft buffer management
Regarding the HARQ procedure in NR operation, the following parameters are to be considered from both UE and gNB perspectives. 
· UE minimum HARQ delay (“min_UE_delay”)

This means the minimum HARQ delay within the set of candidate HARQ timing delays for the NR UE configured by gNB based on the reported minimum UE processing time. Here, UE HARQ delay includes the delay from DL data reception to the corresponding HARQ-ACK transmission, or the delay from UL grant reception to the corresponding UL data transmission.
· UE maximum HARQ delay (“max_UE_delay”)

This means the maximum HARQ delay within the set of candidate HARQ timing delays for the NR UE configured by gNB.
· gNB minimum HARQ delay (“min_gNB_delay”)
This means the minimum HARQ delay at gNB side assumed by the NR UE. Here, gNB HARQ delay includes the delay from HARQ-ACK reception to the corresponding DL data (e.g. retransmission for same HARQ process ID) scheduling, or the delay from UL data reception to the corresponding UL data (e.g. retransmission) scheduling. 
· Minimum HARQ RTT (“min_HARQ_RTT”)

This means the minimum delay from DL/UL data scheduling or transmission to the corresponding DL/UL data (e.g. retransmission for same process ID) scheduling or transmission. Here, it can be considered to determine this minimum HARQ RTT by either the UE minimum HARQ delay or the UE maximum HARQ delay. 
· Maximum HARQ process number (“max_HARQ_num”)

This means the maximum number of HARQ processes able to be identified from both DL control signalling and MAC layer processing perspectives. 
In LTE, the value of the above parameters, i.e., UE HARQ delay, eNB HARQ delay, minimum HARQ RTT, and maximum HARQ process number, is deterministic. In FDD case, for example, the values of UE HARQ delay and eNB HARQ delay are the same and fixed to 4 [msec or subframe], and correspondingly the minimum HARQ RTT is set to 8 (= UE HARQ delay + eNB HARQ delay), and then the maximum HARQ process number is set to 8 as the same value with the minimum HARQ RTT. In TDD case, unlike the FDD, a set of multiple different values is used as UE HARQ delay, and the set is differently defined according to the UL/DL configuration, and then the minimum HARQ RTT (same with the maximum HARQ process number) is determined based on UE maximum HARQ delay. Besides, for a given serving cell, UL/DL configuration is also deterministic in the LTE. 
In NR, on the other hand, UL/DL configuration would be dynamically changed for flexible TDD operation, and at least UE HARQ delay among the above parameters could be configurable by gNB. It means that a set of UE HARQ delay (e.g. the minimum value and the maximum value in the set) could be reconfigured (changed) according to gNB’s scheduling policy and/or resource management. Moreover, gNB (minimum) HARQ delay could also be different according to gNB’s processing capability (implementation) and/or cell deployment (e.g. target coverage). Consequently, the minimum HARQ RTT could also be changed by configurable UE HARQ delay as well as gNB HARQ delay. 
For the design of HARQ procedure in NR, there seems to be several consideration points to be discussed and decided as the followings.
(1) How to determine the minimum HARQ RTT (e.g. based on UE minimum or maximum HARQ delay, or independently configurable by gNB)
(2) How to determine the maximum HARQ process number (e.g. as same with the minimum HARQ RTT, or independently configurable by gNB)
(3) How to determine the minimum soft buffer size per TB (e.g. by the maximum HARQ process number, or independently configurable by gNB)

Regarding the above points, firstly, it may need to be considered in NR that dynamic HARQ timing indication is applied for flexible TDD operation. It means that the indicated HARQ timing can be varied within the range between the minimum and the maximum of the configured HARQ delay. Moreover, candidate values of the configured HARQ delay would be UE-specific since the UE minimum processing time (reported to gNB) would be different between UEs. Considering these features in NR operation and following the design in LTE TDD, it can be considered to determine the minimum HARQ RTT (for the purpose of configuring the maximum HARQ process number to a UE) at least based on the configured maximum HARQ delay. 
Secondly, it may also need to be considered in NR that dynamic UL/DL configuration is applied for flexible TDD operation. It means that any slot can be used for scheduling of either DL data or UL data, and thus, the maximum HARQ process number can at least be determined by the number of slots within the above minimum HARQ RTT. In addition, considering potential scheduling of both DL data and UL data within a same HARQ RTT, it can also be considered to configure smaller number than that of slots in a HARQ RTT as the maximum HARQ process number. Note that the maximum HARQ process number configured for a UE is to be limited by the HARQ RTT (lower bound) determined based on the configured minimum HARQ delay and the HARQ RTT (upper bound) determined based on the configured maximum HARQ delay, to avoid data throughput loss and unnecessary DCI overhead.
Thirdly, regarding soft buffer dimensioning in term of the minimum buffer size per TB, it would be undesirable to determine the minimum buffer size per TB by the maximum HARQ process number all the time. This is because the dimensioning of soft buffer (with limited size) by large number would cause performance degradation due to the limitation of soft bit buffering per TB. Therefore, it can be reasonable to set an upper limit of the number used for the buffer dimensioning as in LTE TDD. Detailed observations on soft buffer management in terms of buffer dimensioning according to TTI length and HARQ RTT are provided in companion paper [3]. 
Proposal 5: Consider to determine the minimum HARQ RTT (for the purpose of configuring the maximum HARQ process number to a UE) at least based on the configured maximum HARQ delay, with consideration of dynamic HARQ timing indication. 

Proposal 6: Consider to configure same or smaller number than that of slots within the minimum HARQ RTT (determined based on the configured maximum HARQ delay) as the maximum HARQ process number, with consideration of dynamic UL/DL configuration.

Proposal 7: Consider to set an upper limit of the number used for soft buffer dimensioning, with consideration of performance degradation.
3. HARQ-ACK feedback methods for NR

3.1. HARQ-ACK bundling

Regarding HARQ-ACK bundling, there could be two reasons to apply HARQ-ACK bundling in NR situation. One of the reasons can be UL coverage limitation, and the other can be UCI payload (or coding rate) limitation due to variation of PUCCH duration across slots. 

In case of UL coverage limitation, in order to increase PUCCH power per HARQ-ACK bit or to decrease coding rate of HARQ-ACK payload, multiple HARQ-ACK bits are to be always bundled in spatial domain and/or time domain and/or CBG domain. Especially, in case when CBG based retransmission is configured, it can be considered to apply HARQ-ACK bundling across slots for each CBG index (similarly with time domain bundling per CW in LTE). For the HARQ-ACK bundling in time domain, counter-DAI signalling can be used by considering performance loss due to potential DL grant missing. In case of CA, bundled HARQ-ACK per CC can be multiplexed across CCs and transmitted on a same PUCCH.

More specifically, following options can be considered as the candidates of the detailed HARQ-ACK bundling scheme. In the followings, for easy explanation, it is assumed that UE is configured with 2 TBs per PDSCH, 4 CBGs per TB, and 3 slots per bundling window. 

1) Opt 1: inter-CBG bundling within a TB (i.e. inter-CBG bundling)

In this case, the HARQ-ACKs corresponding to multiple CBGs belonging to a same TB are bundled, and correspondingly, the number of (bundled) HARQ-ACK bits per PDSCH and per bundling window can be 2 and 6 (= 2 x 3), respectively. 
2) Opt 2: inter-TB bundling per CBG index (i.e. inter-TB bundling)

In this case, the HARQ-ACKs corresponding to a same CBG index across multiple TBs are bundled, and correspondingly, the number of (bundled) HARQ-ACK bits per PDSCH and per bundling window can be 4 and 12 (= 4 x 3), respectively. 

3) Opt 3: inter-CBG bundling + inter TB bundling

In this case, the HARQ-ACKs corresponding to all CBG index across multiple TBs are bundled, and correspondingly, the number of (bundled) HARQ-ACK bits per PDSCH and per bundling window can be 1 and 3 (= 1 x 3), respectively. 

4) Opt 4: inter-slot bundling

In this case, the HARQ-ACKs corresponding to a same CBG index in a same TB index are bundled across multiple slots, and the number of (bundled) HARQ-ACK bits per bundling window can be 8. This option can be combined with other option in the above, for example, the number of (bundled) HARQ-ACK bits can be 2 and 4 in case combined with Opt 1 and Opt 2, respectively. 
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Figure 1: Examples of HARQ-ACK bundling

In case that UCI payload size is limited just due to the reduced PUCCH duration (without coverage limitation), it could be desirable that multiple HARQ-ACK bits are gradually bundled in order to minimize DL data throughput loss. For example, spatial domain bundling (or bundling across CBGs per TB) is firstly applied, and time domain bundling is additionally applied in case when the adjusted UCI payload size still exceeds the maximum payload size supportable by a given PUCCH resource even after applying spatial domain bundling. 

More specifically, following options can be considered for the above HARQ-ACK bundling in gradual manner.

1) Opt 1: inter-CBG bundling ( inter-TB bundling ( inter-slot bundling

In this case, inter-CBG bundling is applied first, and then inter-TB bundling and inter-slot bundling is additionally/sequentially applied if UCI payload size after the bundling in the previous step still excessive. In each step, HARQ-ACK bundling can be either entirely or gradually applied in time and/or CC domain. For example, the order to apply inter-CBG bundling in the first step can be either {all the slots in CC#1} ( {all the slots in CC#2} (… , or {slot#1 in CC#1} ( {slot#2 in CC#1} (… {slot#1 in CC#2} ( {slot#2 in CC#2}(… .

2) Opt 2: inter-TB bundling ( inter-CBG bundling ( inter-slot bundling

In this case, inter-TB bundling is applied first, and then inter-CBG bundling and inter-slot bundling is additionally/sequentially applied if UCI payload size after the bundling in the previous step still excessive. Similarly with the above, HARQ-ACK bundling in each step can be either entirely or gradually applied in time and/or CC domain. 
Proposal 8: Two types of HARQ-ACK bundling should be supported in NR: (1) semi-static HARQ-ACK bundling mode in case of UL coverage limitation and (2) dynamic HARQ-ACK bundling operation in case of PUCCH payload limitation.
Furthermore, as another approach to consider the reduced PUCCH duration, increasing the number of coded bits per RE on PUCCH can be considered by using higher order modulation (e.g. 16-QAM) for the UCI on PUCCH. It may be beneficial in terms of not only avoiding HARQ-ACK bundling causing DL throughput loss but also reducing CSI dropping in case when HARQ-ACK and CSI are transmitted together on a single PUCCH.

3.2. HARQ-ACK multiplexing

Regarding HARQ-ACK multiplexing in NR, similarly in LTE eCA, it is required to support both semi-static codebook and dynamic codebook with consideration of UL control resource efficiency. Compared to LTE, two factors need to be additionally considered: 1) configuration of CBG based operation per CC, and 2) different slot (TTI) length (by different numerology) per CC. 

· Semi-static HARQ-ACK codebook

In case of semi-static HARQ-ACK codebook, HARQ-ACK payload (size) can be determined based on the configured number of CCs, the configured number of TBs/CBGs per CC (in frequency domain), and the bundling window associated with configured HARQ-ACK timing set (in time domain). In this case, time duration of bundling window could be different between the CCs with different TTI length, and to handle this, following options can be considered.

1) Opt 1: separate PUCCH per TTI length

With this option, the CCs with same TTI length are grouped to a CG, and then, HARQ-ACKs for the CCs within a CG are multiplexed and transmitted on PUCCH in the same CG. In this case, HARQ-ACKs for a single bundling window can be transmitted on a PUCCH in each CG while UE is required to transmit multiple PUCCHs in certain timing.

2) Opt 2: one PUCCH for multiple TTI lengths

With this option, HARQ-ACKs for all the aggregated CCs are multiplexed and transmitted on a single PUCCH. In this case, HARQ-ACKs for multiple bundling windows or for subset of bundling window can be transmitted on a PUCCH according to the relationship between the TTI length of DL data transmitting CC and the TTI length of PUCCH transmitting CC. 
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Figure 2: Examples of semi-static HARQ-ACK codebook

Moreover, even in case with semi-static HARQ-ACK codebook, it may be necessary to possibly reduce HARQ-ACK payload size by considering variation of the PUCCH duration. For this, it can be considered to apply gradual HARQ-ACK bundling (as in the above), restriction of the scheduled CCs/slots (e.g. by configuring PUCCH resource (e.g. ARI) set differently per DL CC (set) or per HARQ timing candidate (set), unlike the LTE where ARI PUCCH resource set is common across DL CCs), or HARQ-ACK reduction on PUSCH by indicating DL scheduling status via UL grant. 
Furthermore (not due to the limited PUCCH duration), considering the UEs not requiring DL heavy traffic, it could be considered for the UEs to configure to be scheduled in at most one slot per bundling window in order to reduce unnecessary UCI overhead. Also in this case, location of the scheduled slot within bundling window could be flexible (and could be different between CCs) from gNB perspective by using dynamic HARQ timing indication (even without DAI signalling in DCI). 

Considering UE-specific DL traffic situation, flexible HARQ timing indication, and trade-off relationship between DL scheduling flexibility and UL control overhead, the design in the following Proposal 9 is proposed for semi-static HARQ-ACK codebook in NR. Note that the proposed design is applicable for both CA and non-CA cases. 
Proposal 9: Adopt the following design for semi-static HARQ-ACK codebook in NR.  
	· Maximum schedulable number (K) of slots per bundling window is configured

· K can be configured as one of the values from 1 to N where N is the number of slots within bundling window

· Same or different K value can be configured across CCs

· Slot-level counter-DAI can be signalled in DL grant DCI

· DCI overhead for the DAI (e.g. presence of the DAI in DCI, bit-width of the DAI in DCI) can be determined according to K value


· Dynamic HARQ-ACK codebook

In case of dynamic HARQ-ACK codebook, following four approaches can be considered according to whether/how to group the CCs with same TTI length or the CCs with CBG configuration. 

1) Approach 1: no CC grouping (DAI signalling across all the CCs)

With this approach, counter/total-DAI signalling is done across all aggregated CCs without CC grouping, and for the DAI signalling in this case, counter/total value can be counted either in TB-level or in CBG level. In the former case, UCI overhead could relatively be increased by considering HARQ-ACK size per CC as the configured maximum number of CBGs while DCI overhead could be increased in the latter case to avoid DAI ambiguity due to DL grant missing. Alternatively, it could be considered to only apply counter-DAI signalling across CCs without total-DAI signalling, by configuring the maximum UCI payload size (and the corresponding UCI coding/rate-matching) per PUCCH resource. Based on this, HARQ-ACK payload size can be determined by the PUCCH resource indicated by ARI via DCI, and the HARQ-ACK bits can be mapped based on the order of counter-DAI value. 
2) Approach 2: grouping the CCs with CBG configuration 

With this approach, the CCs with CBG configuration (according to whether CBG based operation is configured or not) are grouped, and DAI signalling is done per CG. Specifically, TB-level counter/total value can be used in both two CGs, or TB-level DAI, CBG-level DAI can be used in the CG with TB operation, the CG with CBG operation, respectively. On top of DAI per CG, signalling of total-DAI corresponding to other CG can be considered to avoid HARQ-ACK payload ambiguity due to potential DL grant missing. In this case, the HARQ-ACK corresponding to each CG can be transmitted on separate PUCCH in each CG, or all the HARQ-ACKs for two CGs can be multiplexed and transmitted on a single PUCCH.

3) Approach 3: grouping the CCs with same TTI length

With this approach, the CCs with same TTI length are grouped, and DAI signalling is done per CG. In this case, the counter/total-DAI signalling in the above Approach 1 can be similarly applied, and the HARQ-ACK corresponding to each CG can be transmitted on separate PUCCH in each CG. 

4) Approach 4: grouping the CCs with same TTI length and CBG configuration

With this approach, the CCs with same TTI length and same CBG configuration (according to whether CBG based operation is configured or not) are grouped, and counter/total-DAI is signalled per CG. In this case, the HARQ-ACK corresponding to each CG can be transmitted on separate PUCCH in each CG, or the HARQ-ACK with same TTI length or the HARQ-ACK with same CBG configuration can be multiplexed and transmitted on a same PUCCH. 
5) Approach 5: based on slot level counter-DAI only

With this approach, only counter-DAI signalling is applied in slot level where the counter-DAI value is increased across slots. For example, assuming 2 CCs (CC#1/2) for the UE and 4 slots (slot #1/2/3/4) within a bundling window, if CC#1 and CC#2 are scheduled in slot #1 and CC#1 is scheduled in slot #3, the slot level counter-DAI values for PDSCH in {CC#1 in slot#1}, {CC#2 in slot#1}, {CC#1 in slot #3} can be set as 1, 1, 2, respectively. In this case, HARQ-ACK payload (size) for one slot can be composed based on the configured number of CCs/TBs/CBGs (in semi-static codebook manner), and total HARQ-ACK payload size per bundling window can be determined according to the last counter-DAI value (in dynamic codebook manner). Besides, the maximum UCI payload size (and the corresponding UCI coding/rate-matching) can be configured per each of ARI PUCCH resource set also in this case. 


[image: image7.emf]DAI = 1

DAI = 0

DAI = 0

DAI = 3

DAI = 2

CC 3

CC 2

CC 1

CC 0

DAI = 1

Time

          
[image: image8.emf]DAI = 0

DAI = 0

DAI = 2

DAI = 1

DAI = 1

DAI = 3

Time

CC 3

CC 2

CC 1

CC 0


(a) DAI signalling across all CCs (Approach 1)       (b) DAI signalling per CC group (Approach 2/3/4)


[image: image9.emf]DAI = 0

DAI = 0

DAI = 1

DAI = 1

DAI = 1

DAI = 2

Time

CC 3

CC 2

CC 1

CC 0


(c) DAI signalling in slot level (Approach 5)
Figure 3: Examples of dynamic HARQ-ACK codebook

Regarding some cases in the above, it is necessary to support DAI signalling across the CCs with different TTI lengths, and the following options can be considered. 

1) Opt 1: DAI signalling based on short TTI

With this option, for example, assuming that one TTI of CC1 and CC3 is the same with two TTIs of CC2, DAI counting order can be CC1 ( CC2 ( CC3 ( CC2 ( CC1 ( CC2 ( CC3 ( CC2 ( …
2) Opt 2: DAI signalling based on long TTI

With this option, for example, assuming that one TTI of CC1 and CC3 is the same with two TTIs of CC2, DAI counting order can be CC1 ( CC2 ( CC2 ( CC3 ( CC1 ( CC2 ( CC2 ( CC3 ( …

Moreover, on top of the above approaches, it can be considered to configure HARQ-ACK codebook independently per CG (e.g. semi-static codebook for CG1, dynamic codebook for CG2). Furthermore, it can also be considered that DL scheduling status (e.g. whether at least one CC is scheduled or not) per CG is reported by the UE.
Considering potential standard effort and UE complexity, HARQ-ACK payload alignment between UE and gNB, and the main motivation to use dynamic HARQ-ACK codebook (i.e., effectively reduce UCI payload size), the design in the following Proposal 10 is proposed for dynamic HARQ-ACK codebook in NR for the CA case. 

Proposal 10: Adopt the following design for dynamic HARQ-ACK codebook in NR. 
	· Both CBG-level counter-DAI and CBG-level total-DAI are signalled in DL grant DCI

· Determination/indication of DAI value is similar with LTE eCA
· Counter-DAI value is determined in frequency first-time second manner 

· Total-DAI value is indicated as the number of accumulated CBGs scheduled until current slot 

· DCI overhead of the DAI is determined based on CBG configuration

· Number of bits for counter-DAI in DCI is set to {2 + ceil (log2 (the maximum of configured number of CBGs across CCs))}
· Number of bits for total-DAI in DCI can be either equal to that for counter-DAI or smaller than it by using coarser granularity for DCI overhead reduction


In case of dynamic HARQ-ACK codebook for the non-CA case, it is proposed to support at least one of the following two options. 

1) Option 1: Both counter-DAI and total-DAI are signalled in DL grant DCI

A. In this case, total-DAI value is indicated as the total number of CBGs to be scheduled during the bundling window (based on the gNB prediction)
2) Option 2: Only counter-DAI is signalled in DL grant DCI (no total-DAI)

A. In this case, each counter-DAI value is associated with different PUCCH resource, then the UE transmits HARQ-ACK on the PUCCH associated with lastly received counter value
4. Conclusion
In this contribution, we discussed on the HARQ process management and the HARQ-ACK feedback methods for NR, and the followings are proposed: 
Proposal 1: On top of SCS, DMRS pattern, and RE mapping, PDCCH duration and CSI reporting should be considered as the factors contributing to the minimum UE processing time (N1, N2) or the minimum HARQ timing (K1, K2). 
Proposal 2: NR UE is required to report its minimum processing time (N1, N2) to the gNB per each of the factors, and consequently, the UE can be configured with the set of HARQ timing candidates per each of the factors by gNB based the reported (N1, N2) and the estimated (K1, K2), with consideration of both HARQ latency reduction and HARQ timing flexibility. 
Proposal 3: It needs to be supported for latency reduction to configure different HARQ-ACK timing (set) according to the ending symbol of DL data.
Proposal 4: It is necessary to consider reasonable DCI overhead in case with dynamic HARQ timing indication for both DL data and HARQ-ACK.
Proposal 5: Consider to determine the minimum HARQ RTT (for the purpose of configuring the maximum HARQ process number to a UE) at least based on the configured maximum HARQ delay, with consideration of dynamic HARQ timing indication. 

Proposal 6: Consider to configure same or smaller number than that of slots within the minimum HARQ RTT (determined based on the configured maximum HARQ delay) as the maximum HARQ process number, with consideration of dynamic UL/DL configuration.

Proposal 7: Consider to set an upper limit of the number used for soft buffer dimensioning, with consideration of performance degradation.
Proposal 8: Two types of HARQ-ACK bundling should be supported in NR: (1) semi-static HARQ-ACK bundling mode in case of UL coverage limitation and (2) dynamic HARQ-ACK bundling operation in case of PUCCH payload limitation.
Proposal 9: Adopt the following design for semi-static HARQ-ACK codebook in NR.  
	· Maximum schedulable number (K) of slots per bundling window is configured

· K can be configured as one of the values from 1 to N where N is the number of slots within bundling window

· Same or different K value can be configured across CCs

· Slot-level counter-DAI can be signalled in DL grant DCI

· DCI overhead for the DAI (e.g. presence of the DAI in DCI, bit-width of the DAI in DCI) can be determined according to K value


Proposal 10: Adopt the following design for dynamic HARQ-ACK codebook in NR. 
	· Both CBG-level counter-DAI and CBG-level total-DAI are signalled in DL grant DCI

· Determination/indication of DAI value is similar with LTE eCA
· Counter-DAI value is determined in frequency first-time second manner 

· Total-DAI value is indicated as the number of accumulated CBGs scheduled until current slot 

· DCI overhead of the DAI is determined based on CBG configuration

· Number of bits for counter-DAI in DCI is set to {2 + ceil (log2 (the maximum of configured number of CBGs across CCs))}
· Number of bits for total-DAI in DCI can be either equal to that for counter-DAI or smaller than it by using coarser granularity for DCI overhead reduction
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