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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14][bookmark: _GoBack]Introduction 
In the previous meeting, resource allocation were discussed and some agreements were achieved [1].
· The set of RBG size includes at least 2, [3,] 4, [6,] 8, 16
· FFS: necessity of other RBG sizes
· For PDSCH/PUSCH, the RBG size/number can be changed along with the change of the BWP used for resource allocation

	
	Config 1
	Config 2

	X0 – X1 RBs
	RBG size 1
	RBG size 2

	X1+1 – X2 RBs
	RBG size 3
	RBG size 4

	…
	…
	…


· RRC selects config 1 or config 2
· One config (config 1) is the default until RRC configures otherwise
· The numbers ‘RBG size’ in the table are fixed in the spec
· The number of rows should be no more than [4-6]
· Same table for DL and UL
· The configuration for DL & UL is separate
· Same RBG size irrespective of the duration (slot vs. non-slot)

Agreements:
1. The notion of VRB is included in the specifications.
1. A non-transparent VRB-to-PRB mapping (i.e. PRB_i=VRB_j where j=f(i)) is supported 
1. At least for resource allocation type 1
1. Discuss further whether to support it also for resource allocation type 0
1. At least a block-interleaver is used for VRB-to-PRB mapping 
2. FFS the details
1. A single bit in the DCI indicates localized or distributed VRB-to-PRB mapping.

In this contribution, we share our views on resource allocation in NR, including the following aspects:
· RBG size 
· VRB mapping
· TBS determination
2. The set of RBG size 
In NR, the maximum BW for one component carrier would be 400MHz and is UE-specific configured, which leads to different BWs from different UEs. Hence, for the design of RBG size, two aspects shall be considered, e.g. the signalling overhead of resource allocation and the compatibility of different RBG size. 
For a frequency region up to 400MHz, DCI payload size may not be tolerable if scheduling overhead increases linearly according to the BWs. The scaled RBG size according to the number of RBs within the configured BWP can be a considered as a candidate approach in order to reduce the overhead. Moreover, for URLLC service, a larger size of RBG can be configured, in case of type 0 resource allocation. A larger RBG size helps to reduce the DCI payload size and improves the PDCCH reliability.  
It is simple that RBG sizes are directly proportional to the total number of RBs within the configured BWPs. Resource allocation can base on the proportional extension of RBG size. This method can avoid the significant increase of DCI payload with the larger bandwidth. The fixed RA size can maintain the comparable DCI payload. Secondly, the fixed RA size can avoid changing DCI size frequently for both gNB and UE sides. 
In NR, BWPs of the different UEs can be overlapped. The compatibility of RBG sizes should be considered. In addition, in LTE and NR co-channel co-existence scenario, LTE RBG sizes can be considered for NR RBG size design for better resource multiplexing between two RATs. In NR system, UEs with different BWPs may use different RBG granularity. Both small and large RBG size coexists. Resource fragment due to the difference of RBG size should be avoided from efficient resource utilization perspective. RBG sizes design based on proportional extension can achieve the ‘compatible’ RBG size. The UEs with smaller RBG size can be scheduled with more number of RBGs to align the larger RBG size. In this condition, ‘resource holes’ can be avoided. 
RBG size in configuration 1 can be used for regular scheduling DCI and it should be the divisor of subband size which is aligned to CQI acquisition. RBG size in configuration 2 can be used to URLLC service. The Coarse granularity can be provided from control signaling overhead perspective. The subband size [8, 16, 24, 32] can be candidates. Considering the above mentioned, RBG sizes in table 1 are suggested. 
Table 1 RBG size configuration
	
	Config 1
	Config 2

	24– 60 RBs
	2
	8

	61 –100 RBs
	4
	16

	101-200 RBs
	6
	24

	201-275RBs
	8
	32


Proposal 1: RBG sizes in Table 1are supported. 
3. Distributed VRB-PRB mapping
In LTE, in order to achieve better frequency diversity in resource allocation type 2 (i.e., NR resource allocation type 1), both localized VRB-to-PRB mapping and distributed VRB-to-PRB mapping is supported. Similar mechanism can be considered in NR. 
For small allocation, main use case includes that fallback DCI with distributed VRBs in order to provide better frequency diversity.
For interleaver bandwidth, 
· VRB to PRB mapping within a BWP can be a start point for NR RA type 1. However, the following aspects shall be considered from design principle perspective,
· Avoiding resource fragmentation as much as possible when DVRB is applied. This can be achieved by configuring the mapping bandwidth, which is similar to LTE design, e.g., DVRB is only mapping to 1/2 of the bandwidth. However, the number of available VRBs will be restricted to a part of the whole resources in such case.
· Additional DVRB mapping scheme within the scheduled resources can be also considered, especially for large resource allocation. 
· For NR RA type 0, since it is bitmap-like resource indication, indication of the resources distributed across the whole bandwidth is already possible. Therefore DVRB mapping within the scheduled resources is preferred.
For block-interleaver function, a simple block-interleaver design similar to LTE is supported. The interleaver unit and column size shall take the following aspects into account,
· Distributed VBR-PRB mapping shall consider different PRG type, i.e., 
· Case 1: one or more values down-selected from the following set
· Case 2: values equal to consecutively scheduled bandwidth in frequency
· And it is agreed that L1 switching between case 1 and case 2 is supported
· If case 1 is selected for a UE, the interleaving unit should be an integral multiple of PRG size, and one fold is preferred.
· If case 2 is selected for a UE, a predefined or preconfigured interleaving unit should be considered.
· Limiting the number of columns of the block-interleaver. The number of columns represents the number of segments after DVRB mapping. Larger segments will result in resource fragmentation.
Note: write in rows and read from column is assumed for the above discussion.
In conclusion, the following are proposed, 
Proposal 2: NR RA type 0 also supports DVRB.
Proposal 3: Distributed VBR-PRB mapping supports both PRG case 1 and 2.
Proposal 4: In order to avoid resource fragmentation, DVRB mapping bandwidth can be configured or related to other configurations.
Proposal 5: Limiting the number of columns of the block-interleaver.
4. TBS and MCS determination
4.1. TBS determination
It has been agreed to introduce a formula based mechanism for TBS determination in NR. The TBS is determined based on the actual number of available REs compared with a plurality of reference number of REs, which is calculated based on the allocated number of REs subtracting the account of overhead configured by higher layer signaling. 
For the sake of determining the TBS of RMSI during initial access, some default reference numbers of overhead can be predefined. The overhead considered for RMSI scheduling may include the SS blocks and the CORESET for RMSI scheduling. 
For determining the TBS of other broadcast messages, such paging, OSI and RAR, the accounts of overhead are configured by RMSI, and are also used as the default configuration for TBS determination, e.g. for fallback scheduling, unless otherwise reconfigured by the network.
In the case of TBS determination for more than one slots, if the same TB is spanning over all the slots, the formula for the single slot case can still be used. If the number of REs are not balance in all the slots, the reference number of REs can be properly adjusted by the network. If each slot carries a single TB, for example due to TTI bundling or URLLC repetition, the TBS can be determined respectively for each slot according to the formula.
[bookmark: _Ref481592423][bookmark: _Hlk492736998]Proposal 6: The reference numbers of overhead for RMSI should be predefined for initial access. The reference numbers of overhead for other broadcast messages are configured by RMSI. 
In LTE, the TBS was designed taking into account some special application packet size. For example, the packet sizes of VoIP, the TBS for some special usage, such as random-access messages, BSR request, were considered. Such optimization is reasonable also in NR in order to optimize performance of the system and the specific services. It can be achieved by several approaches:
Alt.1: Overwriting some combinations of MCS and allocated time/frequency resources
Alt.2: Special quantization rule in calculating the intermediate number of information bits
[bookmark: _Hlk498737750]Alt.1 is less flexible and might be too complicated considering the flexible resource assignment both in time and frequency domain, therefore is not preferred. The TBS calculated by quantizing the actual number of REs into the 8 configurable intermediate sizes, should be further quantized for some special TB size according to the optimized applications.
[bookmark: _Ref498738729]Proposal 7: The quantization for TBS should consider some special TB sizes for some specific applications.
It is worth noting that the TB size may not be same as that of LTE, due to various enhancements and new usages introduced in NR, e.g. new QoS layer, SI request, etc. It is therefore necessary to ask for the design guideline from RAN2.
[bookmark: _Ref498736397][bookmark: _Ref490140728]Proposal 8: Send LS to RAN2 to ask for recommendation on specific TB sizes that should be optimized for TBS determination in NR.
4.2. MCS determination
In LTE, 32 MCS entities were defined in Rel-8. Twenty-nine of them were used for indicating the modulation and coding scheme, while the remaining three of them were used to support adaptive retransmission. This table was revised in the later release to support 256QAM. The MCS in NR should support all of these modulation schemes, and should be future-proof for any future extension such as 1024QAM. Therefore, 29 entities seem to be insufficient. However, on the other hand, a UE may not simultaneously active all these schemes. For example, a UE served by macro cell may never ever have a chance to use the modulation scheme higher than 64QAM. Simply extending the MCS table to cover all the MCS candidates seems to be a waste of resources. Moreover, different services may prefer different MCS table design. For example, a MCS table biased toward lower code rate may be desirable for URLLC, compared with an equally balanced MCS table. Therefore, multiple configurable MCS tables can be considered for NR.
[bookmark: _Ref489919282]Proposal 9: Multiple configurable MCS tables can be considered for NR. 
5. Conclusion
In this document, we discuss the remaining issues for DL-UL resource allocation with the following proposals:
Proposal 1: RBG sizes in Table 1are supported. 
Table 1 RBG size configuration
	
	Config 1
	Config 2

	24– 60 RBs
	2
	8

	61 –100 RBs
	4
	16

	101-200 RBs
	6
	24

	201-275RBs
	8
	32


Proposal 2: NR RA type 0 also supports DVRB.
Proposal 3: Distributed VBR-PRB mapping supports both PRG case 1 and 2.
Proposal 4: In order to avoid resource fragmentation, DVRB mapping bandwidth can be configured or related to other configurations.
Proposal 5: Limiting the number of columns of the block-interleaver.
Proposal 6: The reference numbers of overhead for RMSI should be predefined for initial access. The reference numbers of overhead for other broadcast messages are configured by RMSI.
Proposal 7: The quantization for TBS should consider some special TB sizes for some specific applications.
Proposal 8: Send LS to RAN2 to ask for recommendation on specific TB sizes that should be optimized for TBS determination in NR.
Proposal 9: Multiple configurable MCS tables can be considered for NR. 
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