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1. [bookmark: OLE_LINK13][bookmark: OLE_LINK14]Introduction
The search space for NR PDCCH has been discussed in RAN1 NR Ad Hoc #1, and several agreements have been achieved [1]:

	Agreements:
· Each candidate of NR DL Control channel search space is composed by K NR-CCE(s)
· A NR-CCE is defined in fixed number of REGs
· FFS: Different REGs can be in the same or different symbols depending on REG to NR-CCE mapping
· FFS: NR-CCE includes the REs assumed for UE-specific DMRS to demodulate that NR-CCE
· FFS: REG to NR-CCE mapping within a control resource set is frequency first, time first or gNB configurable
· FFS: Down selection of REG to NR-CCE mapping
· E.g. K can be 1, 2, 4, or 8, etc




	Agreements:
· A control resource set is defined as a set of REGs under a given numerology
· Control search space includes at least the following properties
· Aggregation level(s)
· Number of decoding candidates for each aggregation level
· The set of CCEs for each decoding candidate
· FFS: if any of the following properties belong to control resource set or control search space
· Transmission/diversity scheme
· CCE to REG mapping
· RS structure
· PRB bundling size
· FFS: if the control resource sets can overlap or not
· FFS: whether the mapping between control resource set and control search space is one-to-one or one-to-many 




In RAN1 NR Ad Hoc #2, the following agreement has been reached for NR PDCCH blind decoding [2], with some issues still open:

	Agreements:
· For PDCCH blind decoding, at least for the non-initial access, at least the following can be configured:
· Number of PDCCH candidates per CCE aggregation level, per DCI format size that the UE monitors
· Set of aggregation levels
· FFS explicit or implicit configuration
· Set of DCI format sizes
· FFS explicit or implicit configuration
· FFS: per CORESET not used for initial access or search space
· FFS: Signalling details
· Note that the number of candidates can be zero
· UE blind decoding capability is known by NW
· FFS: How the capability is derived




In the contribution, we discuss further on the search space design for NR, as well as the reminding issues for the PDCCH blind decoding.
2. Discussion
2.1. Search space design
It has been agreed that control search space includes at least the aggregation level, number of decoding candidates for each aggregation level, and the set of CCEs for each decoding candidate. The definition of aggregation level (AL) of LTE can still be reused for NR. 

[bookmark: _Ref481592417]Proposal 1: A search space is defined as one or several PDCCH candidates for a given aggregation level in a PDCCH.

In LTE, the set of aggregation level includes 1/2/4/8 for PDCCH, while 1/2/4/8/16 and 2/4/8/16/32 for EPDCCH. In NR, the REG is defined as one PRB of one OFDM symbol, and six of them form a CCE. Consequently, the number of PRB of CORESET may not always be power of 2, for example, for a one-symbol CORESET, the number of PRB is always 6*n; for a two-symbol CORESET with time-first mapping, the number of PRB is always 3*n. Simply reuse the set of AL from LTE may not work well in NR, because the inconsistency between the number of PRB (3*n or 6*n) and aggregation level 2^n may result in resource fragments during allocation. 

Moreover, it does not help to reduce the blocking rate especially in the case of overlapping different CCE-REG mappings into the same CORESET. An example is illustrated in Figure 1, where the interleaving and non-interleaving mappings are overlapping in the same two-symbol CORESET.  An allocation of AL-4 candidate in the interleaving case (left side in Figure 1) results in 6 CCEs of the non-interleaving case (right side in Figure 1) being not available for assignment. In this case, a set of AL 1/3/6/9 work better to reduce the blocking rate.
[image: ]
[bookmark: _Ref490253124]Figure 1. The block issue for power of two aggregation levels

Thus, it is proposed to further study the set of AL for NR PDCCH, whether a factor of three in addition to two should be supported for the set of aggregation level.

[bookmark: _Ref481592423]Proposal 2: The set of aggregation level for NR PDCCH should be further studied if a factor of three in addition to two should be supported. 

The nested search space structure is proposed in [3], in favor of maximum reusing of channel estimation to enable faster processing. In [4] both the nested structure and the traditional random structure in LTE are analyzed. The concern on the nested structure is the potentially higher blocking rate than the random structure, as illustrated in Figure 2 and also discussed in [5].
[image: ]
[bookmark: _Ref489919407]Figure 2. The block issue of nested search space structure

Observation 1: The nested search space structure can be considered as a baseline design, but further enhancements are necessary to tackle with the blocking issue.

In order to reduce the blocking rate, a starting offset for each aggregation level and a gap between each PDCCH candidate in a given aggregation level can be introduced in NR, which means the PDCCH candidates for a aggregation level may not always be consecutive as defined in LTE. As illustrated in Figure 3, a gap between PDCCH candidates is introduced for each aggregation level: a gap of 8 CCEs between the two AL-8 PDCCH candidates, 12 CCE gap for AL-4, 14 CCE gap for AL-2, and 15 CCE gap for AL-1. Note that here we assume the set of AL is {1, 2, 4, 8} for the sake of simplifying the discussion, as stated above other values should not be precluded. By this way the candidates of lower aggregation levels can be distributed into the larger space but the channel estimation result can still be reused for the same UE. The offset and gap can be explicitly configured by network, or implicitly derived.

[image: ]
[bookmark: _Ref489919424]Figure 3. Introduction of Offset and Gap

Furthermore, due to the flexible resource assignment for CORESET, that the size of the whole space may not always be the integer time of each aggregation level, leaving some resource fragments, e.g. CCEs #24, #25, #26, #27 in Figure 3 for the search space of AL-8. Moreover, the aggregation of CCE may not flexible enough, e.g. in Figure 3 an AL-4 candidate cannot consist of CCEs #22, #23, #24, and #25. In order to further reduce the block rate, a shift indicating whether the search space starts from the “left” or “right” end of the whole space can be introduced to tackle this issue, as illustrated in Figure 4.

[image: ]
[bookmark: _Ref489919444]Figure 4. Shifting from “right” for the search spaces

[bookmark: _Ref490140728]Proposal 3: The design of search space structure should distribute the PDCCH candidates in the whole space as much as possible to reduce blocking, while still strives for reusing the channel estimation as far as possible. Following can be considered:
1) Starting offset for each aggregation level
2) Gap between consecutive PDCCH candidates
3) Shifting of search space position within the CORESET
2.2. Blind decoding configuration
It has been agreed that the number of PDCCH candidates can be configurable to UE at least for non-initial access case. Although the detailed signaling of the configuration has not yet defined, it seems that an explicit RRC signaling is a suitable choice for this configuration. The RRC signaling is reliable enough for carrying such an important configuration. Moreover, the blind decoding configuration is in nature part of the search space configuration, which is in turn associated to a CORESET that is also configured by RRC signaling. 

A search space in NR is associated with a single CORESET according to the agreement [1]. Once K CORESET configured, the total blind decoding attempts should be divided among the subsets. Such division should not be fixed in spec as in LTE EPDCCCH. Compared with EPDCCH where at most two sets may exist, in NR a more flexible number of CORESET may be configured simultaneously. Another solution may be to introduce some predefined rules or tables, and the number of blind decoding attempts per AL is then automatically derived is a single number of total blind decoding of a CORESET is configured for a UE. Although this solution is somewhat attractive on saving the signaling overhead, it can hardly support the widely divergent deployments of NR. A more flexible solution is by higher layer signaling configuring the number of blind decoding attempts per each aggregation level and per each DCI format size for each CORESET. In this way, the network is able to arrange the blind decoding according to different scenarios. It also minimizes the standardization efforts on designing excessive rules on splitting the search space among sets considering various scenarios. Moreover, it is forward compatible to future enhancement. The signaling overhead of RRC seems not to be a main concern, especially considering that the reconfiguration would probably not be frequently.

[bookmark: _Ref489919282]Proposal 4: Configuring the number of blind decoding attempts per each aggregation level and per each DCI format size for UE-specific configured CORESET by higher layer signaling should be supported in NR. 

On the other hand, for initial access case, at least for RMSI and paging monitoring, it seems the configurability is not necessary and even not desirable. Such a configurability inevitably requires additional bits (can be 4 ~ 20 bits depending on the number of AL) in PBCH payload being consumed, which would unfavorably restrict the PBCH coverage. Even without such a configurability, it would not harm the scheduling flexibility. Given that UE only monitors the common search space during initial access, it is possible to define only one flexible yet efficient blind decoding table for CSS during initial access. Although it may require some time to define this blind decoding table, it would never block the work of other WGs as it only affects the RAN1 specs. Once the RRC connection was established, the CSS and USS would anyway be reconfigured.

[bookmark: _Ref485165211]Proposal 5: The number of blind decoding of CORESET for initial access is predefined. 
2.3. UE capability of PDCCH blind decoding
It has been agreed that the UE blind decoding capability should be informed to network for the sake of arranging the blind decoding attempts, while the detail signaling design remains FFS. Network may be aware of the blind decoding of UE by implicitly deriving from one or more of other UE capability parameters, such as CA, mini-slot, etc. Such a solution may seem to be reasonable at first glance, considering that the number of blind decoding highly relies on the processing capability which in turn depends on the supported features. However, hardcoding the associations among several possibly independent features is not future-proof. Moreover, such an association may imply some restriction on the UE implementation. For example, if the blind decoding capability is implicitly linked to the CA parameters, it may impose the blind decoding capability to be linearly dependent to the number of supported carriers, which is not desirable from the UE implementation perspective. Last by not least, such a solution may unfavorably forbid the network to fully utilize the blind decoding of UE in some scenarios. For example, if a UE capable of mini-slot assignment accesses to a network that mini-slot is not used, although the UE has higher processing capability, the blind decoding capability cannot be fully utilized to enable better performance, e.g. increase scheduling opportunities and reduced blocking. Therefore, a separate UE capability for PDCCH blind decoding is preferred. 

[bookmark: _Ref481598964]Proposal 6: In NR, UE reports to network its capability of PDCCH blind decoding via a separate PDCCH blind decoding capability. 

If a separate UE capability for PDCCH blind decoding is introduced, the detailed definition of blind decoding capability is required. This capability obviously depends on the numerology of the search space. Further, both slot-based scheduling and symbol-based scheduling are supported in NR, which may require different processing capabilities. The blind searching for the former one may be allowed for several OFDM symbol, while that for the later one need to be finished within one symbol. Note that it is not a simple linear relationship between them. For example, a UE can perform 10 blind decoding attempts for one-symbol CORESET does not mean that it can perform 20 attempts for a two-symbol CORESET, if the two-symbol CORESET configured with time-first mapping. On the other hand, a UE support 20 attempts for a two-symbol CORESET for slot-based scheduling may not mean it is capable for 10 attempts for one-symbol CORESET for mini-slot scheduling, because the processing time between the control and the data in the laser case should be significantly shorter. Furthermore, a UE is capable of 10 blind decoding attempts within a one symbol CORESET does not necessary mean that UE is capable of 140 blind decoding attempts within a slot having 14 OFDM symbols.  

Thus, it is proposed that the UE blind decoding capability is defined as the maximum number of blind decodes that UE can support in a given time duration, e.g. a slot or an OFDM symbol. In addition, UE may need to report the blind decoding capability for both a slot and an OFDM symbol granularity since they may not have linear relation thus cannot be derived from one to the other. Network should take into account different processing latency requirements during blind decoding configuration, ensures that the configuration does not exceed the UE maximum processing capability.

[bookmark: _Ref489919292]Proposal 7: The PDCCH blind decoding capability is defined as the maximum number of blind decodes that a UE can support within a time duration, where the time duration can be a slot or an OFDM symbol.
3. Conclusion
In the contribution, we discuss on the search space design for NR, as well as some reminding issues for the PDCCH blind decoding. Based on these discussion, we propose that,

Proposal 1: A search space is defined as one or several PDCCH candidates for a given aggregation level in a PDCCH.
Proposal 2: The set of aggregation level for NR PDCCH should be further studied if a factor of three in addition to two should be supported.
Proposal 3: The design of search space structure should distribute the PDCCH candidates in the whole space as much as possible to reduce blocking, while still strives for reusing the channel estimation as far as possible. Following can be considered:
1) Starting offset for each aggregation level
2) Gap between consecutive PDCCH candidates
3) Shifting of search space position within the CORESET
Proposal 4: Configuring the number of blind decoding attempts per each aggregation level and per each DCI format size for UE-specific configured CORESET by higher layer signaling should be supported in NR.
Proposal 5: The number of blind decoding of CORESET for initial access is predefined.
Proposal 6: In NR, UE reports to network its capability of PDCCH blind decoding via a separate PDCCH blind decoding capability.
Proposal 7: The PDCCH blind decoding capability is defined as the maximum number of blind decodes that a UE can support within a time duration, where the time duration can be a slot or an OFDM symbol.
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